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Abstract

All articles must contain an abstract. The abstract text should be formatted using 12 point
Times or Times New. Leave 10 mm space after the abstract before you begin the main text of
your article, starting on the same page as the abstract. The abstract should give readers
concise information about the content of the article and indicate the main results obtained and
conclusions drawn. The abstract is not part of the text and should be complete in itself; no
table numbers, figure numbers, references or displayed mathematical expressions should be
included. It should be suitable for direct inclusion in abstracting services and should not
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information-retrieval systems rely heavily on the content of titles and abstracts to identify
relevant articles in literature searches, great care should be taken in constructing both. Length
of the chapter 25 pages (11550 Words (approx.)) including references.
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1.1 Introduction

These guidelines, written in the style of a submission to J. Phys.: Conf. Ser., show the best
layout for your paper using Microsoft Word. If you don’t wish to use the Word template
provided, please use the following page setup measurements. Holland [1] introduced the
concept of Learning Classifier Systems. Later in the year 1988, a guest editorial was
written by Goldberg and Holland [2] which describes the utilization of Genetic Algorithms
and Machine Learning. In the same editorial, they have also explained the Genetic
algorithms and classifier systems with a significant set of references.

1.2 Section

Several tools are available to describe the learning classifier system. In this chapter, the
author would like to describe the MATLAB® Classification Learner App, BigML®, and
Microsoft® AzureML®. In this text, the author has used these tools wherever it is
applicable to impact the output of the classifier system.

1.2.1 Sub-Section



The Classification Learner app of MATLAB® trains models to classify data through a
diverse set of classifiers to examine supervised machine learning.

1.3.2 Subsection

Please ensure that affiliations are as full and complete as possible and include the
country. The addresses of the authors’ affiliations follow the list of authors and should also
be indented 25 mm to match the abstract. If the authors are at different addresses,
numbered superscripts should be used after each surname to reference an author to his/her
address. The numbered superscripts should not be inserted using Word’s footnote
command because this will place the reference in the wrong place—at the bottom of the
page (or end of the document) rather than next to the address. Ensure that any numbered
superscripts used to link author names and addresses start at 1 and continue on to the
number of affiliations. Do not add any footnotes until all the author names are linked to the
addresses. For example, to format Fig. 1.1(a) shows the graph of 61 response classes of
original dataset and Fig. 1.1(b) shows eight response classes after rounding-off the values
in Chance of Admit col- umn from the original dataset. This alteration of data has been
done in order to understand the classification learner problem.

Figures: (a) Submit all artwork as separate individual files. You should export or
save any graphics in any one of the following formats: EPS, PDF, WMF, TIFF, GIF, JPEG
or BMP. (b) All figures must be supplied as final artwork at suitable resolution. Line
drawings: 600dpi and saved in two colour mode. Halftones or photographs: between 150
and 300 dpi. Screen captures: At highest resolution possible, usually 96dpi. Colour images:
between 150/300dpi and saved with a maximum of 256 colours.

Table 6.6 Number of cars in parking lot




(a) Original Dataset. (b) Simplified Dataset.

Figure 1.1: Sample of Figure (a) 1 classes (b) 2 classes.

1.4 Conclusion

Displayed equations should typed on their own line

(1.1)

and un-numbered, unless they are referred to in the text: Where equations are referred to in
the text, like tables and figures, should be numbered serially in Arabic numerals through each
chapter (e.g. equation (1.1), equation (1.2), . . . where the first number is the chapter number).
Equations should be referred to in the text by number, including the braces, e.g. equation
(1.1), equation (1.2) etc.
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