05 O6bpobka TekCTOBUX AaHMX 3acobamu nakeTy
NLTK

Natural Language Toolkit (NLTK) € ogHieto 3 HarBigomiwmx 6ibniotek Moeu
nporpamyBaHHs Python, sika npuaHayeHa ans o6pobku npupogHoi mosu (Natural Language
Processing, NLP). BoHa LUMPOKO BUKOPUCTOBYETLCSA SK Y HAYKOBUX AOCHIIKEHHSX, TaK i B
NPaKTUYHUX 3aCTOCYBaHHSX, 3abe3neuyoun pisHOMaHITHI iIHCTPYMEHTM ANd aHaniay,
0b6pobkKM, aHOTaUil Ta MOAENOBaHHA TEKCTOBUX AaHUX.

OgHieto 3 6asoBux Mmoxnueocten NLTK € TokeHi3auist TekcTy. TokeHisauia nondrae y
PO34ineHHi TEKCTY Ha OKpPeMi enleMeHTH, Taki gk cnoea abo pevyeHHs. PyHKLii
word_tokenize() i sent_tokenize() no3BoNstOTb PO3BUTM BXiAHWUIA TEKCT BiANOBIAHO
Ha CroBa Ta peYeHHs, WO € NepLinM KPOoKoM Y BinbLIOCTi npoueciB 06pobkn MOBM.

HacTynHum BaxxnnBMM eTanomM € HopMani3auisi TEKCTY, SKa BKIo4ae NpUBeaEHHS
CniB 0O HWKHLOIO PETICTPY, BUAANEHHA pO34iNIoBUX 3HakKiB Ta cton-cniB. CTon-cnoea,
Hanpuknag, "i", "abo", "ane", He HeCyTb CyTTEBOIO CMMUCNOBOIO HaBaHTaXXEHHS i YacTo
BMAaNsTbCa 3i ctatuctudHoro aHanisy. NLTK Hagae BGygoBaHi cnmcku cton-cnis Ans

Pi3HNX MOB, LLO NoserLye Len npouec.

€ OHi€l0 BaXXIIMBOIO CKMagoBoo 0OpobkM TeKCTy € nematmsadis Ta cTeMiHr. CTeMiHr
(4epes anroputm lNopTtepa abo JlaHkacTepa) 403BONSIE 3BECTM CNOBA A0 iX KOPEHEBOI
dopmMu, L0 KOPUCHO OS5 3MEHLLUEHHS BapiaTUBHOCTI TEKCTOBUX AaHuMX. JlemaTtusauia €
GinbLU TOYHOK anbTEPHATMBOK CTEMIHTY | BUKOHYETBCS 3 YpaxyBaHHSAM YacTUH MOBM Ta
cnoBHukoBux gpopm. B NLTK gns uyboro BukopuctoByetbes knac WordNetlLemmatizer.

BibnioTeka Takox niatpumye Tern 4yactuH mosu (Part-of-Speech Tagging). Metoa
pos_tag( ) Ao3BOMsiE 3AIMCHIOBATA CUHTAKCUYHY aHOTAaLito ChiB, L0 € OCHOBO A1si
rMnBLIOro MopgonoriYHOro aHanidy TekcTiB. YacTnuHM MOBKM JonoMaratoTb Yy BUSBIIEHHI
CTPYKTYPU peyeHb, CEMaHTUYHOrO aHanisy Ta NnobyaoBi 3aneXHOCTEN Mk crioBamu.

Okpim Toro, NLTK mictuTb 3acobu ana nobygosun N-rpam — nocnigoBHOCTEN i3 n
cniB, L0 JO3BOMNSE MOAESNOBATN KOHTEKCTHI 3anNeXHOCTi MiX crioBamMu. Llen iIHCTpYMEHT €
KOPUCHUM Yy CTaTUCTMYHOMY MOZENOBaHHI MOBM Ta NobyaoBi MOBHMX MOgENEN.

[nsa BukoHaHHA 6inbw cknagHoro aHanidy NLTK nponoHye iHCTpyMeHTH ans
po3nisHaBaHHSA iMeHoBaHux cyTHocTen (Named Entity Recognition, NER), aHanisy
3anexHocTen Mk croBaMu, a Takoxx NobyaoBM KOHTEKCTHO-BiINbHMX rpamaTuk (CFG) Ta
NapCuHry peYveHsb.

Kpim Toro, NLTK MiCTUTb BENUKY KiNbKIiCTb KOPMYCIB Ta JIEKCUYHUX PECYPCIB, 30KpeEMa
WordNet — aHrmomoBHYy OHTOMOTrI, iIka BUKOPUCTOBYETLCA A5 MOLUYKY CUHOHIMIB,
aHTOHIMIB, riNepoHiMiB Ta IHLINX CEMAHTUYHUX 3B’A3KIB MidK COBaMU.

Takmum ymHoMm, NLTK 3abe3neuye BcebivHy nigTpuUMKy Ans pisHOMaHITHUX 3agad 06pobku
NpMpoaHOT MOBU. 3aBOsKN CBOTN MOLYMNBHOCTI, 4OCTYNHOCTI Ta OCBITHI CIPSIMOBAHOCTI, Len



nakeT € He3aMiHHUM IHCTPYMEHTOM SK AN noyaTtKiBUiB, TaK i Ans OCBigYeHNX OOCNIAHUKIB Y
cchepi KOMM'OTEPHOT MIHIBICTUKM Ta MALLMHHOIO HaBYaHHS.

[eTtanbHe BUBYEHHA MeTOAIB 06POOKMN TEKCTOBMX AAHUX 3aCNyroBye OKPEMOi ANCLMMIIHN,

TOMY HWXXYe HaBeOEHO TiNbKW NPOCTi NpUKNaau, siki 403BOMNSATb OTPMMATH YABMEHHS NPO
npegmer.

1. BctaHoBneHHs 1a imnopT NLTK

Mepen BMKOpUCTaHHAM NOTPIGHO BCTAHOBUTM BibnioTeky:

pip install nltk

MoTim iMNopTyoTbCA HEOOXiaHI Moayni:

import nltk
nltk.download('punkt') # 3aBaHTaxXyemMo TokeHizaTop

2. TokeHizauis (Tokenization)

TokeHisauia — Le npouec po3buTTa TEKCTY HA MEHLUI YacTuMHKM (crioBa abo pedeHHs).

«® TokeHisaLis peyeHb

import nltk
nltk.download('punkt_tab")

from nltk.tokenize import sent_tokenize

text = "NLTK € noTyxHow 6i6nioTekoiwn. BoHa BukopucToByeTbcsa gns NLP!"
sentences = sent_tokenize(text, language='russian')

print(sentences)

(4 sent_tokenize() OinnUTb TEKCT Ha pedeHHs. YKpaiHCbKa MOBa MiATPUMYETLCS Yepes
'russian’, Tomy Lo nltk He Mae okpemMoro TokeHizaTopa Ang ykpaiHCbKOT, TOMY And
KUPUINMYHNX MOB BMKOPUCTOBYETBLCS russian.

& TokeHizauisi cnis

from nltk.tokenize import word_tokenize
words = word_tokenize(text)
print(words)



word_tokenize() posbusae TekcT Ha crosa.

3. BupaneHHs cton-cnis (Stop Words Removal)

Cton-cnoea — ue 3aranbHOBXUBaHI crnoBa (Hanpuknag, "the", "is", "and"), siki He HecyTb
0COBrMBOro CeHcy.

from nltk.corpus import stopwords
nltk.download('stopwords"')

stop_words = set(stopwords.words('english'))

filtered_words = [word for word in words if word.lower() not in
stop_words]
print(filtered_words)

Pesynbrart:
["Natural', 'Language', 'Processing', 'exciting', 'field', '.',
'It', 'allows', 'machines', 'understand', 'human', 'language', '.']

4. CtemiHr (Stemming)

CTteMiHr — ue npouec NpuBeAeHHS CrioBa A0 MOro OCHOBHOT hopmMu (6e3 ypaxyBaHHS
rpamaTuyHmX 3MiH).

from nltk.stem import PorterStemmer

stemmer = PorterStemmer ()

stemmed_words = [stemmer.stem(word) for word in filtered_words]
print(stemmed_words)

Pesynbrart:
['matur', 'languag', 'process', 'excit', 'field', '.', 'It'
'allow', 'machin', ‘'understand', ‘'human', 'languag', '.']

s CTeMiHr MoXe 3MiHIOBaTK CrioBa HEeNpPUPOAHUM YMHOM (Hanpuknad, processing —
process, machines — machin).

5. Jlematunsauia (Lemmatization)

JlemaTusauisi — e GinbLU TOYHMIA NPOLIEC, HidXK CTEMIHT, OCKiNbKM BOHa NPMBOAUTL CIOBO A0
noro 6a30Boi hopmu 3 ypaxyBaHHSIM rpamaTUYHMX NpaBusl.



c

nltk.download( 'wordnet')

lemmatizer = WordNetLemmatizer()

lemmatized_words = [lemmatizer.lemmatize(word) for word in
filtered_words]

print(lemmatized_words)

Pesynbrart:
["Natural', 'Language', 'Processing', 'exciting', 'field', '.',
"It', 'allows', 'machine', 'understand', 'human', 'language’,

« Nematu3auis BpaxoBye rpamaTuky (Hanpuknag, machines — machine).

6. YactuHomoBHuM aHani3s (POS-tagging)

AHani3 YacTMH MOBM A03BONSAE BU3HAYUTU, AKUMU YaCcTUHAMM MOBU € CNoBa y pe‘-IeHHi.

import nltk

# 3aBaHTaxXeHHA Heob6xigHMX pecypciB
nltk.download('punkt')
nltk.download('averaged_perceptron_tagger')

# TokeHu3sauusi
text = nltk.word_tokenize("NLTK is a powerful library. It is used
for NLP!")

# YacTMHOMOBHa pasMmeTKa
pos_tags = nltk.pos_tag(text)

print(pos_tags)

{74 Pesynbrar:

[('NLTK', 'NNP'), ('is', 'VBZ'), ('a', 'DT'), ('powerful', 'JJ'),
('library', 'NN'), ('.', '.'), ('It', 'PRP'), ('is', 'VBZ'),
('used', 'VBN'), ('for', "IN'), ('NLP', 'NNP'), ('!'", '.')]

& Poswundposka mitok POS-Teris:

']



NN — imeHHMK
VB — giecnoBo
JJ — NpuKMeTHUK

PRP — sanmeHHuk

7. Anani3 yactotu cniB (Word Frequency Analysis)

AHanis yactoTu cnie gonomarae BU3Ha4MTK, SKi CNoBa 3yCTpivarTbCa HanvacTile.

from collections import Counter

word_freq = Counter(filtered_words)
print(word_freq.most_common(5))

"4 Pesynerar:
[ ('language', 2), ('Processing', 1), ('exciting', 1), ('field', 1),
('allows', 1)]

s YacToTa cniB gonoMarae 3HaxoauTy HaBaXKMBILL TEPMIHW Y TEKCTI.

8. BnusHadeHHs cuHOHIMIB Ta aHTOHIMIB (WordNet)
NLTK mae goctyn go WordNet — 6a3u gaHmx nekCcMyYHuX 3B’s3KiB.

from nltk.corpus import wordnet

synonyms = wordnet.synsets("good")

print(synonyms[@].definition()) # Bu3Ha4yeHHS Mepuworo cMHOHiMa
print(synonyms[0].examples()) # Mpuknagu BUKOPUCTaHHSA

Pesynbrart:

'Having desirable or positive qualities especially those suitable
for a thing specified'’
['a good report card', 'when she was good she was very very good']

& MoxHa TakoX OTpUMaTV aHTOHIMK:

antonyms = []



for syn in wordnet.synsets("good"):
for lemma in syn.lemmas():
if lemma.antonyms():
antonyms.append(lemma.antonyms()[0].name())

print(set(antonyms))

Pesynbrat: {'evil', 'bad'}
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