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AIM 

Creating a Machine Learning model to predict the home prices in Bangalore, India and create a single 

page website which will provide the front end to access our model for predictions.  

We use the dataset from Kaggle.com. 

 

Below are data science concepts used in this project: 

Data loading and cleaning 

Outlier detection and removal 

Feature engineering 

Dimensionality reduction 

Gridsearchcv for hyperparameter tunning 

K fold cross validation 

 

Technology and tools used in this project:  

Python 

NumPy and Pandas for data cleaning 

Matplotlib for data visualization  

Sklearn for model building 

Python flask for http server 

HTML/CSS/JavaScript for UI 

 

STEPS 

We first build a model using sklearn and linear regression using banglore home prices dataset from 

kaggle.com. 

Second step was to write a python flask server that uses the saved model to serve http requests. 

Third component is the website built in html, CSS and JavaScript that allows user to enter home 

square ft area, bedrooms etc. and it will call python flask server to retrieve the predicted price. 

        Step#1: Import the required libraries 

        Step#2: Load the data 

        Step#3: Understand the data 

                  -drop unnecessary columns 

        



      Step#4: Data Cleaning 

                      - Check for NA values 

                      - Verify unique values of each column 

                      - Make sure values are correct (eg. 23 BHK home with 2000 Sqrft size is worng) 

                      - Feature Engineering 

                      - Dimensionality Reduction 

                      - Outlier removal using domain knowledge (2bhk price < 3bhk price, size per bhk >= 300 sqft) 

                      - Outlier removal using standard deviation and mean 

                      - One Hot encoding 

Step#5: Build Machine Learning Model 

Step#6: Testing The model 

Step#7: Export the model 

Step#8: Export any other important info 

 

 

DATA 

Data provided by client 

 

 

 

 



Step#1: Importing the required libraries 

 

 

Step#2: Load the data 

Loading the Banglore home prices into the data frame   

 

 

Step#3: Understanding the data 

We try to understand the data to finalize the columns to work with and drop the rest of them 

I.​ Getting to know the number of column and row: we have 13320 columns and 9 rows 

 

 

II.​ Getting to know all columns names 

For each column we have area type, availability, location size, society, total square feet (sqft), bath, 

balcony, and price 



                           

 

III.​ Checking the unique values “area_type” column 

 

IV.​ Counting the training example of for each area type  

 

V.​ Dropping columns 

To build our model we drop certain columns which are not required to avoid an overfitting problem. 

Some unnecessary columns are dropped because an over-fitted prediction model will make the 

prediction look good only on the current data. However, the result will not look good if using other 

data sources. These features are area type, availability, society, and balcony. When removing these 

“NOT REQUIRED” columns, we are left with 13320 rows and 5 columns.  

To be noted: Every time we make change in dataset, we store it in new data frame (that is df1 to df2) 

 

 

 



Step#4: Data Cleaning 

        -  We Check for NA (Not Applicable) values 

        - Verify unique values of each column 

        - We make sure values are correct (e.g., 23 BHK home with 2000 Sqft size seems wrong) 

 

Handling Null values 

We get the sum of all NA values form dataset 

 

Since null values as compared to total training examples (13320) which are few, we can safely 

drop those examples and data stored into a new dataset (that is from df2 to df3) 

     

Since all training examples containing null values are dropped, we check the shape of the 

dataset we are left with 13246 columns and 5 rows. 

                    

 

Feature Engineering 

o​ The “size” column contains the size of house in terms of BHK (Bedroom Hall Kitchen) 

o​ To simplify it we create a new column by the name “BHK” and add only numeric value of 

how many BHK’s 

      Reading the size column 



                     

 

  

We copy the data into a new data frame (that is df3 to df4) and use the lambda function to get the 

BHK numeric values 

 

From the above data we can see that there is home with up to 43 BHK’s in Bangalore. 

Getting to know the training example with data more than 20 BHK’s 

      

 

 

To be noted: above 43 BHK are only 2400 sqft only, we remove this data error later. First, we will clean 

the “total_sqft” column. 

The next step is to check unique value in “total_sqft” column 

       

 

 

From above, there are few records with range of area like “1133 - 1384”. We write a function to 

identify such values 



       

 

 

 

Testing the function 

 

We then apply this function to “total_sqft” column. The function will show training examples where 

“total_sqft” is not a float. 

 

 

Above shows that total_sqft can be a range (example 2100 - 2850), so we write a function to get the 

value from a range. There are few values like “34.46Sq. Meter” and “4125Perch” which can be 

converted to square ft using unit conversion are going to be ignored to keep things simple. 



 

 

 

 

 

 

Testing the function (convert_range_to_sqft()) 

 

 

We then copy the df4 dataset into the new df5 dataset and then we apply the function for the 

total_sqft function. 

 

 

Since the function will return null values for values like 34.26Sq. Meter, we check for any null values in 

it 



 

 

After the check in we then drop the null training set from total_sqft, and store it in a new dataset df6 

 

 

We then cross check the values of “total_sqft”. From previous training set df4 we had a range 

(example 2100 – 2850), from new training set df6 we do not have a range no more (example 2475.0) 

 

Feature Engineering – Price Column 

o​ The 'price' column contains the price of house in lacka (1 lakh = 100000) 

o​ Price per square fit is important parameter in house prices. 

o​ So, we create a new column by the name 'price_per_sqft' and add price per sqft in it.   

formula = (price * 100000)/total_sqft 

The training set is stored into a new dataset df7 

 

 

Statistics of the price_per_sqft 



  

 

 

    Dimensionality Reduction 

o​ Dimensionality reduction is the process of reducing the dimension (or number of random 

variables) of our feature set. 

o​ In our dataset 'location' is categorical variable with 1287 categories. 

o​ Before using One Hot Encoding to create dummy variables, we must reduce the number of 

categories by using dimensionality reduction so that we will get a smaller number of dummy 

variables. 

o​ Our criteria for dimensionality reduction for 'location' is to use 'other' location for any 

location having less than 10 data points. 

 

First, we trim the location values  

               

 

 

We then get the count of each location        



    

 

 

We later read the total number of unique location categories 

              

 

Next, we are going assign a category 'other' for every location where total datapoints are less than 10 

 

 

Any location having less than 10 data points should be tagged as "other" location. This way number of 

categories can be reduced by huge amount. Later, when we do one hot encoding, it will help us with 

having fewer dummy column. 

            Location with less than equal to 10 

 



 

Using lambda function assign the “other” type to every element in “location_stats_less_than_10” and 

the data is copied into the new dataset df8 

 

 

Since 1047 location with less than 10 data points are converted to one category 'other' Total no of 

unique location categories are = 240 +1 = 241        

 

 

Outlier Removal 

o​ An outlier is an observation that is unlike the other observations. It is rare, or distinct, or does 

not fit in some way. 

o​ Outliers are the data points that represent the extreme variation of dataset 

o​ Outliers can be valid data points but since our model is generalization of the data, outliers can 

affect the performance of the model. We are going to remove the outliers, but please note 

it’s not always a good practice to remove the outliers. 

o​ To remove the outliers, we use domain knowledge and standard deviation 

 

a)​ Outlier removal - Using Domain Knowledge 
●​ Normally square fit per bedroom is 300 (i.e., 2 bhk apartment is minimum 600 

sqft) 

●​ If we have for example 400 sqft apartment with 2 bhk than that seems 

suspicious and can be removed as an outlier. 



●​ We will remove such outliers by keeping our minimum threshold per bhk to be 

300 sqft 

We first visualize the data where square fit per bedroom is less than 300 

 

 

From above training examples, we have 744 training examples where square fit per bedroom is less 

than 300. These are outliers, so we can remove them 

              We first check current dataset shape before removing outliers. We have 13200 rows and 7 

columns 

 

Next, we remove the outliers, store it into a new dataset df9 and check the dataset shape after 

removal of the outliers. We are now left with 12456 rows and 7 coulmns 

   

 

b)​ Outlier Removal - Using Standard Deviation and Mean 

  Standard Deviation 

o​ Standard deviation is measure of spread that is to know how much the data varies from the 

average. 



o​ A low standard deviation tells us that the data is closely clustered around the mean (or 

average), while a high standard deviation indicates that the data is dispersed over a wider 

range of values. 

o​ It is used when the distribution of data is approximately normal, resembling a bell curve. 

 

●​ One standard deviation (1 Sigma) of the mean will cover 68% of the data. i.e., Data between 

(mean - standard deviation) & (mean + standard deviation) is 1 Sigma and which is equal to 

68%. Here we are going to consider 1 Sigma as our threshold and any data outside 1 Sigma 

will be considered as outlier. 

 

         First, we get the basic statistics of the column “price_per_sqft” 

 

 

Point to note: it is important to understand that price of every house is specific for every location. 

We are going to remove outlier’s using “price_per_sqft” for each location. 

 

 

 

Data visualization for 'price_per_sqft' for location 'Rajaji Nagar' before outlier removal. 

To be noted: here it is a normal of data so outlier removal using standard deviation and mean works 

perfectly. 



 

 

After the visualization of the price per sqft of the location “Rajaji Nagar”, we check current dataset 

shape before outliers are being removed. Currently we have 12456 columns and 7 rows. 

 

 

 Removing outliers using price per sqft. After removal, we have 10242 column and 7 rows. 

 

 

Data visualization for 'price_per_sqft' for location 'Rajaji Nagar' after outlier removal 



 

 

 

Summary of Data visualization for 'price_per_sqft' for location Rajaji Nagar Before and after outlier removal. 

Before                                                                                          After 



      

  

 

 

 

 

Using domain knowledge for outlier removal; If location and square foot area is also same then price 

of 3BHK should be more than 2 BHK, there are other factors that also affect the price but for this 

training set we are treating such values as outlier and remove them. 

We check if for a given location how does the 2 BHK and 3 BHK property prices look like. In this 

example we shall use the location “Rajaji Nagar” and “Hebbal” 

I.​ “Rajaji Nagar” 



 

 

 

 

 

 

 

 

 

II.​ Hebbal 



 

We s also remove properties where for same location, the price of (for example) 3-bedroom 

apartment is less than 2-bedroom apartment (with same square ft area). What we will do is for a 

given location, we will build a dictionary by name 'bhk_stats' with below values of 'price_per_sqft' 

{ 

    '1’: { 

        'mean': 4000, 

        'Std: 2000, 

        'count': 34 

    }, 

    '2’: { 

        'mean': 4300, 

        'Std: 2300, 

        'count': 22 

    },     

} 

 

 

Now we can remove those 2 BHK apartments whose price_per_sqft is less than mean price_per_sqft 

of 1 BHK apartment and store it in a new data set df11. We now have 7317 rows and 7 columns. 



 

 

We Plot same scatter chart again to visualize price_per_sqft for 2 BHK and 3 BHK properties for the 

location “Rajaji Nagar” and “Hebbal” 

I.​ “Rajaji Nagar” 

      

 

 

 

II.​ Hebbal 



            

 

 

Summary for “price_per_sqft”/ “total square feet area” for location Rajaji Nagar Before and after 

outlier removal. 

            Before                                                                             After 



    

 

 

 

Summary for “price_per_sqft”/ “total square feet area” for location Hebbal Before and after outlier 

removal. 

            Before                                                                            After 



 

 

 

Now, we plot a Histogram to visualize the price_per_sqft data after outlier removal 



 

 

 

 

 

c)​ Outlier removal using Domain knowledge - for 

Bathroom 

 
●​ Generally, number of bathrooms per BHK (Bathroom Hall Kitchen) are (number of BHK) + 2. 

●​ So, using above understanding we identify the outliers and remove them 

 

We get the unique bath from the dataset 

 

 

Then we get the training example where the number of baths is more than (number of BHK +2) 



     

 

 

We now remove the outliers from the dataset 

                We first check the current dataset shape before removing the outliers 

     

              

We then remove the outliers with more than (number of BHK +2) bathrooms and store it in a new 

dataset df12. 

            

               

 

          

Visualizing the dataset headers 

 

 

This concludes our data cleaning; we then drop unnecessary columns. 

o​ Since we have BHK we drop “Size” 



o​ We have created “price_per_sqft” for outlier detection and removal purpose, so we also 

drop it  

o​ We store the data into a new dataset df13 

 

 

        One Hot encoding 

o​ Since we have 'location' as categorical feature we use One Hot Encoding to create separate 

column for each location category and assign binary value 1 or 0. 

 

o​ To avoid dummy variable (dummy variables are numerical variables used to represent 

subgroups of a sample data, it takes the values 0 or 1 to indicate the absence or presence of 

some categorical effect that may be expected to shift the outcome) trap problem, we delete 

the one of the dummy variable columns 



         

 

 

o​ Then we add dummies data frame to original data frame 

         

 

 

 

 

 

o​ To end our One Hot Encoding, we drop the location feature 



      

 

 

 

Step#5: Build Machine Learning Model 

    Final shape of our dataset 

 

      Now we create X (independent variable/ features) and y (dependent variables/target) 

o​ X (independent variable/ features) 

 

 

 



                                 x-shape  

 

 

o​ y (dependent variables/target) 

 

 

                                     y-length 

 

     

Splitting the dataset to training and test dataset                             

 

 

 

 

 

 

 



Linear Regression 

We test the score with the Linear Regression Model (linear regression model describes the 

relationship between a dependent variable, y, and one or more independent variables, X.) 

 

 

 

Use K Fold cross validation to measure accuracy of our Linear Regression 

model 

●​ Using Sklearn cross_val_score function 

●​ ShuffleSplit is used to randomize each fold 

To be noted Sklearn's cross_val_score uses Stratified K Fold by default 

 

 

 

From above, we can see that in 5 iterations we get a score above 80% all the time. This is pretty 

good, but we want to test few other algorithms for regression to see if we can get even better score. 

We will use GridSearchCV for this purpose 

 

 

 

 

 

 

 



Find best model using GridSearchCV 

 

 

Based on above results we can say that Linear Regression gives the best score. Hence, we will use 

that. 

 

Step#6: Testing The model 

o​ Since all our locations are now columns in form of dummy variabales, all other dummy 

variables value should be 0 except the one (dummy variable column for our location) we are 

predicting for. 

o​ This (np.where(X.columns==location)[0][0]) code will give us index of dummy column for our 

location. 

o​ Now we assign value '1' to this index and keep all other dummy variable columns as '0' 



 

               

 

                 

    

      

   

         

 

Step#7: Export the tested model to Pickle File 

 

 

Step#8: Export any other important information 

We export location and column information to a file that will be useful later in our prediction 

application. 



 

 

After building up and testing the model to predict the house prices. 

We imported model into a pickle a file and other important information needed for our application as 

seen above. 

 

NEXT STEP – PYTHON FLASK SERVER  

 The next step was to write a Python flask server which can serve http requests made from the UI 

(User Interface) and can predict the home prices. The Python Flask server will be used as our backend 

for the UI application. 

We create a “server” python file and import the required libraries. 

 

 

We need two routings: 

1.​ The first routine was to return the location in “Bangalore city.” 

 

 

 

 

For ´locations´ we create a new python file call “Utils” and Utils will contain all the core 

routines whereas the “server „ will just do the routing of request and responds 

We import the required libraries, variables and call the “get_location_names” routines which 

reads the “columns. Json” and return the list of location from the fourth column. 



 

 

 

 

 

“Column.json” 

 

 

 

 
Next, we write a function called “load_saved_artifacts”, this method will load the saved 

artifacts which are the “columns. json” and “bangalore home prices”; then we store both into 

a global variable and load the “banglore_home_prices_model. pickle” 

 

 

 

 

 

 

 

 



 

 
2.​ The second routine will be to write a function which can return an estimated 

price given the location, square foot area, BHK and bathroom. 

 

 

That ends the “util.py” file. 

 

Returning on the “server.py”  

We create another end point call “predict_home_price” which takes the post and get method, 

responds to the user request. 

 

 

 



 

 

 

WEBSITE SCREENSHOT  

 

 

 

PROJECT LIMITATION 

●​ We find that min price per sqft is 267 rs/sqft whereas max is 12000000, this shows a wide 
variation in property prices. We removed outliers per location using mean and one standard 
deviation. 

●​ Minimum threshold of square ft per bedroom is 300 sqft(i.e. 2 bhk apartment is minimum 
600 sqft.) . Anything that is not in line with this, was removed as an outlier.  

●​  We also remove properties where for same location, the price of (for example) 3-bedroom 
apartment is less than 2-bedroom apartment (with same square ft area).  

●​ Every house has only one more bathroom than number of bedrooms. Anything above that is 
an outlier or a data error and was removed.  

 

 

 

 

 

 



 

 

 

OBSERVATION/CONCLUSION 

●​ There are locations that the prices higher even with same number of BHK and 
bathroom. This could be because of the higher standard of living in those locations.  

 

●​ There are many samples in our data where for a given location and square ft area, 
three bedroom apartment cost less compared to a two bedroom apartment. There could 
be different reasons for this; 

-​ The sizes of each rooms of the two bedroom apartment is bigger than that of the 
three bedroom apartment.  

-​ Because our data is distributed, sometimes we don’t have enough information on 
why three bedroom apartment would cost less compared to two bedroom 
apartment.  
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