
12:30 pm Central 
URL: https://unl.zoom.us/j/183382852 
Phone: +1 669 900 6833  or +1 408 638 0968  or +1 646 876 9923 
Meeting ID: 183 382 852 (password required) 

Operations Meeting August 26, 2022 
Attendees: Jeff D, Huijun, Derek, Fabio 
Apologies:  

Fires 
●​  

Announcements 
●​ Jeff D is up on Freshdesk triage next week, Diego is up the following week 

Nebraska (Derek, John, Huijun)  
●​ GRACC 

○​ We working updating, slow going. 
●​ OASIS  

○​ Hcc-cvmfs-repo (that is part of OASIS) is running out of space.  Really need to 
clean up the singularity CVMFS. 

●​ OSG Status Page (https://status.opensciencegrid.org/) 
○​ Have we not had outages for so long 

●​ Check_MK - Alerting 
○​ SciToken issuer tests added 

https://hcc-mon2.unl.edu/osgmon/check_mk/index.py?start_url=%2Fosgmon%2F
check_mk%2Fview.py%3Foptservice_group%3Dscitokens-issuers%26servicegro
up%3Dscitokens-issuers%26view_name%3Dservicegroup 

●​ CVMFS origin 
○​  

●​ XRootD monitoring collector 
○​ Had to be restarted, unclear why.  Monitoring caught the drop in outgoing 

packets. 

Madison (Brian Lin, Jeff Peterson, Jason) 
●​  

https://unl.zoom.us/j/183382852
https://status.opensciencegrid.org/
https://hcc-mon2.unl.edu/osgmon/check_mk/index.py?start_url=%2Fosgmon%2Fcheck_mk%2Fview.py%3Foptservice_group%3Dscitokens-issuers%26servicegroup%3Dscitokens-issuers%26view_name%3Dservicegroup
https://hcc-mon2.unl.edu/osgmon/check_mk/index.py?start_url=%2Fosgmon%2Fcheck_mk%2Fview.py%3Foptservice_group%3Dscitokens-issuers%26servicegroup%3Dscitokens-issuers%26view_name%3Dservicegroup
https://hcc-mon2.unl.edu/osgmon/check_mk/index.py?start_url=%2Fosgmon%2Fcheck_mk%2Fview.py%3Foptservice_group%3Dscitokens-issuers%26servicegroup%3Dscitokens-issuers%26view_name%3Dservicegroup


Hosted CEs 

●​ Jeff D started pushing fix for HTCONDOR-1223 on all the “working” CEs, tagging 
completed ones with “condor 9.11.0” in the CE spreadsheet. 2 didn’t come up cleanly 
on tiger: FandM, LSU-Supermic.. Need to get tiger credentials working again to 
debug further 

Tiger 
●​  

Frontends 
●​ JLAB  

○​  
●​ LIGO 

○​  
●​ GLUEX  

Chicago/Collaborations (Pascal) 
●​  

Michigan (Shawn)  
●​  

UCSD (Jeff, Diego, Fabio) 
MISC: 

●​  

Central Manager 
-​  

Frontends 
-​ UCSD CMS: 

-​  
 

-​ UCLHC 
-​  

https://opensciencegrid.atlassian.net/browse/HTCONDOR-1223


Caches: 
●​  

GWMS Factory 
●​ Made condor 9.0.16 available for pilots in the factory and set “default” and “9.0.x” tags to 

it 

AOB 
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