
Abstract:

Serverless computing in the cloud, or functions as a service (FaaS), poses new and unique
systems design challenges. While the automated resource management offered by serverless
computing simplifies many aspects of developing and operating applications for users, several
novel features of serverless complicates its automated resource management for cloud
providers. One outcome of design decisions in the automated resource management of
serverless platforms is execution performance variability.

In this paper, we conduct one of the first detailed in situ measurement studies of performance
variability in AWS Lambda, a leading FaaS platform. We utilize novel measurement techniques
to characterize the performance isolation and stability of multiple resource types utilized by
serverless functions. We find that these variations exist at many levels: between physical
servers within regions, across time as diurnal patterns, and across different regions. We also
find that these performance variances are stable on short timescales, and they can be used to
successfully model and predict the near-future performance of functions.

We then design and evaluate an end-to-end system that takes advantage of this resource
variability to exploit the FaaS consumption based pricing model, in which functions are charged
based on their fine-grain execution time rather than actual low-level resource consumption. By
using both light-weight resource probing and function execution times to identify attractive
servers in serverless platforms, customers of FaaS services can cause their functions to
execute on better performing servers and realize a cost savings of up to 10% in the same AWS
region.
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Brief Description:
This work proposes a new resource allocation strategy titled “Dominant Resource Fairness”,

which is a generalization of max-min fairness to multiple resources.
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This work conducted a measurement survey of 3 popular cloud functions platforms, and reverse
engineered the underlying software architecture of those platforms. Both cold start and resource
allocation information is measured.
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This work shows that resource packing strategies can unintentionally introduce new ‘placement
gaming’ vulnerabilities, which can allow attackers to co-locate VMs with target VMs, allowing for side
channel attacks to be conducted.
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This paper explores the security (isolation) - performance tradeoff between virtual machines and
linux containers. The authors show that when VMs are stripped down and optimized heavily, VMs have
comparable performance to containers (and even surpass them in several cases).
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This work is a measurement study on how microarchitectural components can impact the
workloads of cloud function providers. The paper shows that branch predictors and the last level CPU
cache can both have significant performance isolation problems with co-tenant workloads in AWS
Lambda.
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This paper describes the design and implementation of the Xen hypervisor, as well as the
concept of paravirtualization, which is introduced in this paper.
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This work describes how placement gaming can be utilized to exploit a combination of poor
performance isolation and hardware heterogeneity in a public cloud. The authors show that it is possible
to exploit VM scheduling algorithms to get better performance for the same cost on Amazon EC2.
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This paper outlines the benefits and challenges of the new compute model introduced by
serverless computing. Three key issues are pinpointed (function lifetime, I/O bottlenecks, and
communication via slow storage), and the authors explain both the causes of these issues as well as
potential impacted applications.
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This paper introduces a new sandboxing mechanism for multi-function serverless based
applications. The key insight that is leveraged is that functions that are invoked by the same user of a
cloud platform that are ‘chained’ together within the context of a larger application require less sandboxing
than functions that do not belong to the same application. In addition to providing two tiers of sandboxing,
the system also provides an efficient IPC-like communication mechanism for functions contained within
the same application to communicate quickly with each other.
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