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ChatGPT Product Recommendations
lan D’Silva | September 19, 2025

Context
This document is intended to chart the path | believe ChatGPT should take, providing food for thought and
insight into how | think and work. I'd love to hear your thoughts at iandsilva96@gmail.com.

Contents

This Google Doc contains two primary documents:
1. Product Strategy Doc: A document that details a product strategy for ChatGPT, including:
a. Where To Play Key user problems, why now, ChatGPT's right to win
b. How to Win A high-level, two-part flywheel

c. Initial Focus Areas: Two product categories to prioritize development focus towards

d. How We Know We're Winning: A north star metric to guide focus and measure success
e. Where to Start: The first product to build

2. Morning Brief Product Brief: A Product Brief for the first product recommended to build from the
strategy doc, including:

a. Problem Alignment: User pain point, key personas
b. Solution Alignment: High-level approach, goals, non-goals
c. Execution Alignment: Key features, future features, key flows, mockups, risks

d. Launch Plan: Eligible users, ramp plan

e. Measurement & Program Evaluation: Success metrics & KPIs, experimentation plan

Notes

e This is the first tab in this document. To view the other tabs, navigate at the left (web) or bottom
(mobile).
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ChatGPT Product Strategy
lan D’Silva | September 19, 2025

Summary

e Where to Play: Navigating the fragmented digital world is taxing, but ChatGPT can be a
simplifying super-assistant given progression in model intelligence.

e How to Win: We win through a two-part flywheel: (i) becoming the control center for users’ lives
by turning intents into outcomes and (ii) leveraging the high-intent users to create a developer
ecosystem, culminating in ChatGPT as the digital world’s orchestration layer.

e Initial Focus Areas: We recommend prioritizing a Personal Assistant Hub that helps manage
users’ days to solidify our role as a central, top-level orchestrator and a Developer Canvas, a
widget intelligently surfaced in ChatGPT, to lay the foundation for turning intent into outcomes.

e Where To Start: Kickstarting our flyloop starts with Mission Control, so our initial product should
be an MVP for the Personal Assistant Hub; we recommend building Morning Brief, a bespoke
chat session surfaced every morning to help manage today’s tasks, to build a daily habit of using
ChatGPT as a personal assistant to reduce cognitive load.

e How We Know We're Winning: We will know if we are winning if using ChatGPT as a top-level
digital orchestrator is a daily habit for users, measured by our platform’s Daily Active Users.

1. Where to Play: Navigating the fragmented digital world is taxing, but ChatGPT can be a simplifying
super-assistant given progression in model intelligence.

OpenAl’s mission is to ensure that AGI benefits all of humanity. The internet is a messy, fragmented place
and navigating it is taxing for users. Leveraging OpenAl’s foundational technology, ChatGPT can simplify
our interface with the internet by being a personal super-assistant that seamlessly turns intents into
completed outcomes.

The Pain Point: Completing a task (e.q., planning a trip) requires traversing a fragmented digital world,
ildin nitive toll.

Accomplishing everyday tasks is burdensome:

e The digital world is fragmented. To get restaurant delivery you go to Doordash or Uber Eats. To
book flights you go to Kayak or Delta. To learn about a topic, you go to Wikipedia, Reddit, Google,
Substack, etc.

¢ Navigating this is taxing. To navigate the digital world, we pay a cognitive toll of friction-filled
steps (tedious page clicking, switching back and forth from apps and pages, filling forms,
authenticating, etc.).

e A typical task requires significant navigating: A single goal like "l need to plan a weekend trip to
see my parents" requires a dozen discrete digital tasks (creating an itinerary, booking flights,
scheduling transportation, last minute purchases, etc.) for users to complete.

The burden has fallen on users to connect the fragmented digital world. This friction drains our energy
and gets in the way of getting stuff done.

See Appendix 1 - User Research for further insights.



Why Now? Improvement in model intelligence can now be harnessed to navigate the digital world’s
complexity.

Until now, the only solution to this was expensive human capital: a personal assistant who could
understand intent and manage complexity on your behalf. This was a privilege reserved for the 0.01%.

Today's Al models possess the sophisticated reasoning and planning capabilities required to manage
multi-step, complex tasks that were previously impossible for traditional software to handle. Model
reliability can be an issue, but good agents can mitigate this for certain use cases while this improves.

ChatGPT can leverage these models to build the intelligent, connective layer that has been missing from
the internet. Acting as a personal super-assistant that understands your goals and orchestrates digital
tools to achieve them, ChatGPT can help users accomplish tasks without the cognitive toll.

See Appendix 2 - Model Capability Analysis for more background.

Why Us? We have earned trust with users, have world-class product polish, and scale to attract a developer
ecosystem; but, competitors can quickly close this gap if we don’t move with urgency.

We are very well positioned to solve this problem for users.

e First, we are currently in the lead with users. With 700m WAUs / 10x the web traffic of all other Al
assistant providers combined and industry-leading retention, we have earned trust and
permission to embed ourselves in the daily lives of users.

e Second, we have world class researchers and application teams who have proven ability to create
industry leading Al experiences by deeply connecting model and product capability.

e Third, our distribution potential will attract developers, further compounding our product
advantage.

But, this race has just started and competitors will bring compelling offerings to market. Google’'s deep
vertical integration across the value chain (compute, data, models, applications) make it a formidable
challenger. Perplexity’s early product focus on this (Perplexity Assistant) can gain traction if uncontested.
Apple, if / when they choose to participate, can provide a compelling offering. Further still, Claude, Meta
Al, and Grok bring unique approaches to the consumer Al chatbot space.

See Appendix 3 - Market Positioning for more.

2. How to Win (The Master Plan): We win through a two-part flywheel: (i) becoming the control center
for users’ lives by turning intents into outcomes and (ii) leveraging the high-intent users to create a
developer ecosystem, culminating in ChatGPT as the digital world’s orchestration layer.

Our strategy is to be the intelligent orchestration layer for the digital world, providing a simple interface for
users to achieve their goals. This requires native integration with existing digital services to maximize
reach, impact, and reliability.

Our goal is a two-part flywheel: deeply embed with users by becoming their digital orchestrator and
leverage that role to convert user intent seamlessly into outcomes with developer integration, further
solidifying our central role as a digital orchestrator:

1. Host "Mission Control" For Completing Tasks: Position ChatGPT as the user’s central console in
the digital world — one place where intents turn into outcomes. Users state intent and ChatGPT
creates a plan, orchestrates the right tools, remembers context and progress, and



explains/confirms actions. By hosting “Mission Control”, ChatGPT reduces friction, concentrates

intent, and reliably solves users’ goals.

2. Leverage Peak Intent to Build an Ecosystem: By hosting “Mission Control”, we can surface
developer integrations for full outcome resolution without leaving the app. This would give
developers a premier distribution channel to high-intent users — integrations appear exactly when
a user is trying to complete the task they solve, driving seamless conversion and incentivizing

them to build.

As more developers plug in, users see broader coverage and better outcomes, reinforcing ChatGPT’s role
as the orchestration layer and spinning a two-sided flywheel of user intent and developer growth.

3. Initial Focus Areas: We recommend prioritizing a Personal Assistant Hub that helps manage users’
days to solidify our role as a central, top-level orchestrator and a Developer Canvas, a widget
intelligently surfaced in ChatGPT, to lay the foundation for turning intent into outcomes.

For the “Mission Control” focus area, we recommend building a Personal Assistant Hub, a persistent,
top-level orchestrator that makes “Mission Control” tangible by scheduling, prioritizing, and executing
tasks from one place. This establishes ChatGPT as the user's trusted, top-level orchestrator but defers
complete end-to-end tasks until reliability is sufficient. Furthermore, it transforms ChatGPT from a
transient tool to a persistent platform that users can offload cognitive burden to.

For the Developer Ecosystem focus area, we recommend building a Developer Canvas, an in-ChatGPT
widget that is intelligently surfaced to assist with intent-completion. This product offers users a direct
interface to the external digital world to complete tasks and reduce cognitive load, is scalable, and
balances developer integration with quality control as we learn the right balance.
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Together, these will position ChatGPT as a foundational platform for turning intent to outcomes by
helping users navigate the digital world from one, integrated and simple interface.

See Appendix 4 - Top-level Ideas for more.

4. Where to Start: Kickstarting our flyloop starts with Mission Control, so our initial product should be an
MVP for the Personal Assistant Hub; we recommend building Morning Brief, a bespoke chat session
surfaced every morning to help manage today’s tasks, to build a daily habit of using ChatGPT as a
personal assistant to reduce cognitive load.

Kickstarting our flyloop starts with Mission Control, so our initial product should be an MVP for the
Personal Assistant Hub.

For our initial product, we must build a lightweight MVP that establishes ChatGPT as a personal assistant,
serving as the foundation on which to become a top-level digital orchestrator. To do this, we believe this is
best accomplished with a product that offers proactive assistance and has a time-based (e.g., start of
day) recurring trigger to drive habit-formation.

Accordingly, we recommend building a Morning Brief, a dedicated, auto-generated, and bespoke chat
session surfaced every morning to centralize users’ daily obligations and provide contextual chat
suggestions to help with executing tasks, as the initial product of Personal Assistant Hub.

By launching this lightweight MVP, we can gather critical feedback to guide the development of the more
robust Personal Assistant Hub.

PRD for Morning Brief available here.

See Appendix 5 - Personal Assistant Hub Ideas for more context.

5. How We Know We're Winning: We will know if we are winning if using ChatGPT as a top-level digital
orchestrator is a daily habit for users, measured by our platform’s Daily Active Users.

With an established user base of 700 million Weekly Active Users (WAUs), ChatGPT’s primary focus
should be on cultivating the highest form of habitual engagement and retention: Daily Active Users
(DAUSs). Since there is still a significant opportunity to expand reach and engagement, monetization can
be prioritized later, once a deeply engaged user base is solidified.

To prevent low-quality growth, a company-wide contribution profitability guardrail should be implemented.
Team-specific metrics should be paired with their own quality guardrails to guide their local optimizations.

See Appendix 6 - North Star Metrics for more.




A1: User Research



ChatGPT Product Strategy POV: UXR
lan D’Silva | September 19, 2025

Summary
lan’s user research shows that:
e Background: lan conducted UXR across the following personas: a busy professional, a parent /

household COOQ, a product manager, and a student, which can be used inform product
development.

e Pain Points: Across the personas, the cognitive toll of daily life creates a burden and barrier from
performing and being their best selves.

e Opportunities: This creates a significant opportunity to build a proactive, intelligent assistant that
centralizes information, automates tasks, and understands context to offer a more holistic
solution.

Users Research Takeaways

The Core Problem

Our users' core need is to automate the "work about the work" — the cognitive and logistical toil of daily
life — so they can reclaim their time and energy for what truly matters.

e Inour personal and social lives, it creates decision fatigue and stress around planning, discovery,
and connection (e.g., having to constantly remember things, finding the right gift, organizing a
group trip).

e In our family lives, it becomes a relentless, 24/7 mental load that directly erodes personal
well-being and leaves no space for self-care.

e In our professional lives, it is a barrier to high-impact work, consuming time in coordination and
manual synthesis that should be spent on strategic and creative thinking.

This creates an opportunity to build an intelligent assistant that moves beyond simple task management
to offer a holistic solution.

e Centralize & Synthesize: Creating a single hub that captures and organizes the user's fractured
information — tasks, notes, plans, and context.

e Automate & Generate: Automating routine tasks like scheduling and reminders but also more
complex needs like discovery and recommendations (e.qg., gifts, travel, activities).

e Be Proactive & Context-Aware: The ultimate goal is an assistant that anticipates needs. By
understanding the user's context, it can proactively offer help, streamline coordination, and
ultimately help unlock their potential.

See next page for further analysis.



User Research

Source Document: JTBDs and Pain Points

The Takeaways
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Automate routing 1asks like shopping restocks
and family up<ates.

PFROOUCT MANAGER

M'Elan ie For Melanie needs to translate fragmented ideas, +  Scattersd information and loat context across Centralize all notes, decisions, and tasks ina
) data, and conversations Into a cohesive product altipile: 1oois. single place.

ISPGWU':.TWTON T:tﬂnhjn strategy, by automating the manual work of +  Excassive time spent on the 1adous tasks. Synthesize information automatically.
ee 9 an 7 i E"ur.' “’.“““'5 o n:_u-uldu_'lal_lun SO +  Difficulty connecting disparate insights into a Automate the first draft of deliverables.
contexf together than focus on high-impact, creative thinking. h . . . .
shaping the product,” cohesive strategy, Streamline coordination by auto-logging

»  Inefficient coordination & admin. overhesd. decisions and action iterns.

+ Lacking a clear, objective summary of wealkhy Provide automated daily briefings and weskly

progress and decisions. Prsgress SUNMManes.
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Sharon — The Parent and Household COO

Sharon

“Taking care of my baby, working
a full-time job, and keeping the
house together is exhausting.”

It's Saturday — Sharon is
balancing caring for her
1-year-old, running errands, and
carving out time for herself.
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Melanie — The Product Manager

Melanie

‘I spend mare time coordinating
and shitehing conlex! logether
than shaping the product.”

It"s Monday. Melanie must
craft a big product idea and
present it to her team on
Friday.

Sydney, Australia

hiE

38 Years Old

=T

Daily to Weekly

Commute & Caily Flan

On her drive, Melanie
mantally plans the
waek.

Har to-dos and
N:-Igah‘n-ns live scrags
apps. Sha can't usa
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and ta-dos go
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ak her desk,
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= Wrangiing averything
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Moming Stand Up
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Mark — The Student

Mark

Between classes, labg, and social
avanls, it's easy fo fall behing.

It's midterms week. Mark must
prep for an Econ exam, finish
a C5 lab, and make a group
presentation by Friday, while
juggling his social network.

Cambridge, MA

20 Years Oid

Weekly User

Mcrming Downinsd

Mark wakes up Is
calendar alerts. Ha
opens ChatGPT and
prompis: "Summarize
miy ek fram my
connecied calendar.”

Itlists the Econ exam,
C5 lab, and group
prosantation, al dus
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cenfims how much
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Core Jobs to Be Done

1. Remember & Remind — externalize memory and surface it at the right time.

nu

a. Examples: “Remember my KTN,” “Remind me on the 1st business day each month.”
2. Answer & Advise — provide clarity, comparisons, and rationale to speed decisions.

a. Examples: “Which headset is best for noisy offices?” “Explain QLED vs. OLED for daylight

”

use.

3. Create & Synthesize — ideate, draft, edit, summarize, translate, and reformat artifacts.

" u ”nu

a. Examples: “Draft the vendor email,” “Turn these notes into a 1-pager,
taglines.”

Brainstorm 10

4. Prioritize & Plan — choose what to do and sequence it against goals and constraints.

a. Examples: “Plan my week,” “Build a 3-day Tokyo itinerary,” “Create an interview prep plan.”
5. Coordinate & Mediate — reach alignment across people, orgs, or systems.

a. Examples: “Find a time for Alice/Bob/me,” “Propose an agenda both teams can accept.”
6. Execute & Automate — perform actions in external systems so work gets done.

a. Examples: “Book JFK—CDG under $400,” “File the expense,” “Send calendar invites.”
7. Coach — help the human build skills, habits, and outcomes.

a. Examples: “Hold me to a daily writing habit,” “Quiz me on SQL,” “Give feedback on my
answer.”
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ChatGPT Product Strategy POV: Model Capability Analysis
lan D’Silva | September 19, 2025

Summary

Background: Product use case development is extremely sensitive to model capability. This
document helps gain a high-level understanding of model general-purpose capability to inform
where to focus.

Models Are On Precipice of Solving Many Real-World Problems, Al Agents Can Close The Gap:
Al capabilities are advancing exponentially, reliability remains the primary bottleneck for complex
tasks. Research suggests Al agents can meaningfully improve performance by deconstructing
broad problems into granular, well-defined steps and improving context.

Insights

Models are improving rapidly, but reliability is the key bottleneck: Al capabilities are advancing
exponentially. GPT-5 can solve complex tasks humans take ~2 hours on, with 50% success. For
an 80% success rate, the task duration drops to ~23 minutes, highlighting reliability as the main
hurdle.

Performance is highest on granular tasks, and providing context is crucial. Models perform
better on constrained and granular tasks (e.g., interpreting results) but struggle with broad
challenges (e.g., creating or reproducing a full paper). Providing context and background boosts
performance, indicating domain knowledge is crucial.

The agent layer is a critical factor in performance. Agent design significantly impacts
performance, as demonstrated by one team improving GAIA benchmark completion from 50% to
83% by iterating on agent design, not the underlying GPT-4.1 model.

Web navigation remains a major challenge, highlighting the need for better tool integration.
Models struggle with web tasks like flight booking (40-65% success) due to incorrect tool use,
domain misunderstanding, navigation errors, and incomplete steps. Computer-empowered
agents like Operator improve performance but not enough, indicating developer-led tool
integration may be necessary to achieve real-world reliability demands.

See next page for further analysis.



Eval Review

Measuring Al Ability to Complete Long Tasks (Link)

>> Models are increasingly solving longer tasks, but reliability still is the key bottleneck

e Model Reliability Bottleneck: Models are increasingly able to solve tasks, but reliability remains
the largest gap.

o GPT-5 can perform a ~2 hour task autonomously with a 50% pass rate but ~23 minutes

with an 80% pass rate.

o Models can solve coding tasks that would take a human ~5-10 seconds with ~90%+

reliability

e Progress is Exploding: Progress has been improving at an exponential rate with massive jumps in
2025 over 2024.

Time-horizon of software engineering tasks
different LLMs can complete
80% of the time

Task duration (for humans)
where logistic regression of our data
predicts the Al has an 80% chance of succeeding

24 min 4

21 min

18 min+

15 min+

Implement a simple webserver

Implement a dictionary attack

12 min 4 Find fact on web

9 min+

6 min+

0

METR

@ GPT-5

oxq ]

Claude 3.7 Sonnet @

Gemini 2.5 Pro Preview
[
( 1 ]
3 min—+ Count words in passage °
GPT-2 GPT-3 GPT-35 GPT-4 @ s e
B T L T @ l T T
2020 2021 2022 2023 2024 2025

LLM release date


https://metr.org/blog/2025-03-19-measuring-ai-ability-to-complete-long-tasks/

Model Success Rate vs Human Completion Time
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>> Models are increasingly solving longer tasks, but reliability still is the key bottleneck

e Parity with Humans: Models can now perform at the same level as humans in many key
knowledge tasks.

Test scores of Al systems on various capabilities relative to human
performance

Within each domain, the initial performance of the Al is set to -100. Human performance is used as a baseline, set to zero.
When the Al's performance crosses the zero line, it scored more points than humans.

20 Reading comprehension
Image recognition
Language understanding
0 Human:performange-as.tk Handwriting recognition
Speech recognition
Predictive reasoning
-20
-40
-60
-80
-100 The capability of -each-Al-9ystem-is-normalized-to an initial- merfo
1 I 1 |
1998 2005 2010 2015 2020 2023
Data source: Kiela et al. (2023) OurWorldinData.org/artificial-intelligence | CC BY

Note: For each capability, the first year always shows a baseline of -100, even if better performance was recorded later that year.



CORE Bench — Reproducing Scientific Papers (Link)

Eval Background: CORE-Bench evaluates the ability of agents to computationally reproduce the results of
published scientific papers.

>> Models are not able to reproduce full scientific papers, but have more success on more granular tasks like
interpreting results

e Models Can Only Solve Granular Tasks: The top models are only able to solve 40-50% of tasks.
Tasks range from interpreting results (Easy) to full paper reproduction (Hard), suggesting more
granular tasks like interpreting results are only solvable by models.

e Reliability Is Still an Issue: GPT-40 could accomplish 60% of easy tasks, 60% of medium tasks
and 20% of hard tasks (fig. 6 of paper). While the easy tasks should be more performant, there
was no improvement in the solve rate.

o This may partially due to cost constraints, as pass rate went up for 40 (but not 40-mini)
with a higher cost cap (fig. 7 of paper).

SciCode — Generating Code for Scientific Papers (Link)

Eval Background: SciCode evaluates Al agents' ability to generate code for realistic scientific research
tasks. It is made up of 65 main problems decomposed into 338 subproblems across 16 subfields in six
natural science domains (Mathematics, Physics, Chemistry, Biology, Material Science, and Computational
Mechanics).

Level 1 questions generally require no tools, or at most one tool but no more than 5 steps.
Level 2 question generally involve more steps, roughly between 5 and 10 and combining different
tools is needed.

e Level 3 are questions for a near perfect general assistant, requiring to take arbitrarily long
sequences of actions, use any number of tools, and access to the world in general.

>> Models cannot solve highly complex coding tasks for research problems, though hand-feeding important
context improves performance

e Models Fall Short on Sub- and Main Problems: For the easier subproblem-level evaluation, the
state-of-the-art models we test solve 14-26% of the subproblems. However, all models perform
much worse on the more realistic and challenging main problem evaluation with the best model
(Claude) solving 4.6% of total main problems

e Context Improves Performance: All models substantially improve performance (c. +10pp uplift)
for both subproblem and main problem evaluations when given background like text authored by
scientists and generated solutions to previous subproblems

o However, mid-20-percent performance is well below satisfactory performance


https://hal.cs.princeton.edu/corebench_hard
https://arxiv.org/pdf/2409.11363
https://arxiv.org/pdf/2409.11363
https://hal.cs.princeton.edu/scicode

GAIA — General Al Assistants Benchmark (Link)

Eval Background: GAIA is a benchmark for General Al Assistants that requires a set of fundamental
abilities such as reasoning, multi-modality handling, web browsing, and tool-use proficiency. It contains
450 questions with unambiguous answers, requiring different levels of tooling and autonomy to solve and
has three levels.

>> Model performance is improving rapidly

e Models Show Reliability: The best agents are now able to reliably solve Level 1 problems with
93%+ accuracy and Level 2 with 80%+ accuracy, demonstrating meaningful real world usability.
Level 3 problems are at 60%+ pass scores, suggesting reliably solving could be near.

e Agent Layer Matters: Agents using the same model can generate outperformance and agents
using multiple models may perform better.

o Leveraging the same model, GPT-4.1, one research group’s agent improved from 50%
completion (Agent v0.0.2) to 83% completion (Agent v0.1.4)

o  Multi-model agents seem to perform well but don’t necessarily outperform single-model
agents (primarily GPT-4.1)

TauBench — Real World Use Cases with Tool-Agent-User Interaction (HAL Link, Paper, Retail

Eval Background: TAU-bench is a benchmark for Tool-Agent-User Interaction in Real-World Domains.
TAU-bench Airline and Retail evaluates Al agents on tasks in the respective domains.

>> Models still cannot solve a (seemingly basic) task like booking a flight reliability but are closer to making
simpler purchases like retail

e Passable Retail Performance: Top models can make retail purchases with just ~82% accuracy.
e Sub-par Airline Performance: Top models can book flights with just ~60-65% accuracy.

e Retail Outperforms: Removing the domain policy from the prompt hurts performance much more
in the T-airline domain than in t-retail, indicating that t-retail tasks rely more on commonsense
and less on complex rules

e Variety of Failure Modes: Models messed up the tasks by (i) passing an argument incorrectly to a
tool call, (i) failure to understand the domainspecific knowledge or rules and making the wrong
type of tool call, (jii) failure to comply to all user requests.

Mind2Web — Generalist Agents Navigating the Web (HAL Link

Eval Background: Mind2Web is a dataset for developing and evaluating generalist agents for the web that
can follow language instructions to complete complex tasks on any website. Online Mind2Web is the live,
online version of Mind2Web. It does not rely on cached pages and allows for real-time testing against
dynamic, evolving web interfaces.

>> Models still cannot solve a (seemingly basic) task like booking a flight reliability

e Sub-par Performance: Top models can book flights with just ~40% accuracy. This improves with
Claude Computer Use 3.7 and OpenAl Operator with 56% and 61% success rates, respectively.


https://hal.cs.princeton.edu/gaia
https://llm-stats.com/benchmarks/tau-bench-retail
https://arxiv.org/pdf/2406.12045
https://llm-stats.com/benchmarks/tau-bench-retail
https://hal.cs.princeton.edu/online_mind2web

e Variety of Failure Modes: Models failed for the following reasons, including filter and sorting
errors, incomplete steps (e.g., not submitting a form or opening detailed pages), navigation
errors, and misunderstanding the task's main goal.

e Operator Excels: Operator outperforms other agents by using filters and structured search more
effectively than broad keyword queries. It has a flexible action space with various tools, including
"Ctrl+F" for web navigation. A key feature is its self-verification and self-correction, allowing it to
recheck task requirements and independently rectify missing or incorrect filters.

e Limitations of Operator: Operator has two main limitations: it often fails to meet numerical and
temporal constraints and despite its exploratory nature, it occasionally misses niche website
features needed for tasks.

Mind2Web - Generalist Agents Navigating the Web (HAL Link)

Eval Background: Mind2Web is a dataset for developing and evaluating generalist agents for the web that
can follow language instructions to complete complex tasks on any website. Online Mind2Web is the live,
online version of Mind2Web. It does not rely on cached pages and allows for real-time testing against
dynamic, evolving web interfaces.

>> Models don't current have great results interfacing with the web.

e Sub-par Performance: Top models can book flights with just ~40% accuracy. This improves with
Claude Computer Use 3.7 and OpenAl Operator with 56% and 61% success rates, respectively.

e Variety of Failure Modes: Models failed for the following reasons, including filter and sorting
errors, incomplete steps (e.g., not submitting a form or opening detailed pages), navigation
errors, and misunderstanding the task's main goal.

>> Computer equipped agents are interesting, providing better performance, but still have limitations.

e Operator Excels: Operator outperforms other agents by using filters and structured search more
effectively than broad keyword queries. It has a flexible action space with various tools, including
"Ctrl+F" for web navigation. A key feature is its self-verification and self-correction, allowing it to
recheck task requirements and independently rectify missing or incorrect filters.

e Limitations of Operator: Operator has two main limitations: it often fails to meet numerical and
temporal constraints and despite its exploratory nature, it occasionally misses niche website
features needed for tasks.

Assistant Bench — Generalist Agents Navigating the Web (HAL Link)

Eval Background: AssistantBench evaluates Al agents on realistic, time-consuming, and automatically
verifiable tasks. It consists of 214 tasks that are based on real human needs and require several minutes
of human browsing.

>> Models still cannot solve a (seemingly basic) task like booking a flight reliability
e Sub-par Performance: Top models can complete tasks with just a ~40% passing rate.
e Variety of Failure Modes:

o Task difficulty & length: Expert-authored tasks are tougher for closed-book models, while
web agents struggle on very short or very long trajectories, performing best at ~10 steps.


https://hal.cs.princeton.edu/online_mind2web
https://hal.cs.princeton.edu/assistantbench

(e]

Failure modes by system: Web agents fail from navigation/grounding errors or giving no
output; closed-book models mostly hallucinate or give outdated info; retrieval models
break down when retrieval is irrelevant or incomplete.

Overall capability: Even ChatGPT with search + code tools often over-relies on snippets,
hallucinates, or abstains—highlighting that no current approach solves AssistantBench
reliably
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ChatGPT Product Strategy POV: Market Positioning
lan D’Silva | September 19, 2025

Summary:

Background: Market positioning can help us understand relative strengths to press on and
weaknesses to mitigate.

Focus Areas: ChatGPT’s biggest strength is its user scale / affinity and product polish, but its lack
of a proprietary application ecosystem is an area to mitigate.

Places to Watch: We should keep an eye out for:
o Google given their vertical integration (compute, model, application) capabilities
o Perplexity given their digital orchestrator focus
o Meta / Social given their inability to develop a dominant social product yet.

Market Positioning Key Takeaways

ChatGPT's Strength is User Affinity & Scale: ChatGPT's biggest advantage is its scale, with nearly
10x the combined web site visits of Gemini, Claude, Meta Al, Grok, and Perplexity.

ChatGPT's Weakness is No Native Ecosystem: Unlike key competitors like Gemini and Meta,
ChatGPT doesn’t have a native application base that is already integrated into user’s lives. It has a
partnership with MSFT, but that isn’t a truly native ecosystem. ChatGPT will need to figure out
how to create value despite that by creating its own native applications, porting into competitors,
or solving user problems in a different way for a truly proprietary and synergistic ecosystem.

Google is the Scariest Threat: Google’s deep vertical integration across the value chain (compute,
models, applications) make it a formidable challenger. ChatGPT will need to win by leveraging its
scale to demand API access to key applications and build its own proprietary ecosystem.

Perplexity is the Nearest Threat: Perplexity’s focus on Perplexity Assistant gives it a headstart on
central orchestration tasks, but its lack of scale makes it difficult to challenge ChatGPT in the
long-run.

Meta'’s Stumble Provides Temporary Opportunity in Social: With Meta Al not having figured out a
dominant social Al product yet, there is a small window to re-think social with superior Al
capabilities.

See next page for further analysis.



Market Positioning

Source Document: ) JTBDs and Pain Points
Pr rengths / Weakn
Name Strengths

Weaknesses

Takeaways for ChatGPT / OpenAl

@ chatepr

¥ Gemini

2 Claude

f_) Meta Al

(4 Grok

K perplexity

User Affinity: Best-in-class brand awareness /
strength, user base, retention

Best Product UX: Industry leading product design
and polish

Native Ecosystem: Consumer and Enterprise use
cases with Android, Chrome, Search, Work Suite,
Maps

Coding Specialization: Has taken a focus on
coding use cases.

Brand Positioning: Has garnered industry
perception as the “ethical” and “safest” Al provider

User Reach: Massive global reach with its social
ecosystem

Open-Source: Natural developer incentives with
open-source model.

Twitter Distribution: X/ Twitter provides a large
reach and unique social data stream

Distinctive Personality: Cultivate an unfiltered
personality, appealing to a sub-segment of the
market.

Answer Engines: Has carved out a strong identity
as a reliable, cited "answer engine®.

Perplexity Assistant: Has a headstart in developer
integration and agentic use cases with Perplexity
Assistant

Native Ecosystem: No proprietary ecosystem;
reliant on the Microsoft partnership for ecosystem

Core Product: Gemini does not have much
product edge.

Ecosystem Usage: Though changing, Google has
not capitalized on its ecosystem to win user love.

Native Ecosystem: Does not have a proprietary
ecosystem.

Distribution: Does not have the same reach as
competitors.

Social Ecosystem: The ecosystem is limited to
social contexts; while important, does not cover
many critical general use cases.

Model Gap: Currently has a gap in model
capability with the slip up of Llama 4.

Volatile & Unfiltered: Its strengths also poses
risks; it’s personality and X data stream can make
it susceptible to misinformation, toxicity, bias, etc.

Search Positioning: Primarily focused on search
use cases, though changing

No Native Ecosystem: Does not have a proprietary
ecosystem, including foundation models, relying
on fine-tuning external models

» Identify ways to leverage lead in user affinity

» Identify ways to mitigate lack of proprietary

ecosystem

» Leverage scale to demand APl access to key

ecosystem applications (e.g., mail, calendar)

» Build proprietary ecosystem applications

» Improve coding-focused capabilities to not lose

the use case

# OR Forego blinded specialization in coding in

favor more general-purpose capability and
intelligence

» Unique potential opportunity to explore social Al

with category leader currently hamstrung

» Custom personalities or modes could be

beneficial, as shown by Grok’s distinctive
approach

» ChatGPT could plug in to more real-time data

streams for recency relevancy

» Leverage scale and product development chops

to own the assistant use case


https://docs.google.com/presentation/d/174ieXYFD7FV7fYIh-gG6r9HuWYPS4W_wQ8tjKtl6f-A/edit?slide=id.g364bdaaad1f_0_76#slide=id.g364bdaaad1f_0_76

Product Comparisons

Annual Website Core Product Proprieta Developer Al
Name Total MAUS Y Model ! prietary P

Visits Retention Ecosystem Ecosystem

@ ChatGPT ;J‘JBMM":::.EQ 46.6B 70% Microsoft Partnership Nascent

. = . Search, Work Suite, -
¥ Gemini 400M MAUs 2.7B 60% Maps, Android Nascent
Claude 19M MAUs 1.2B >60% Amazon Partnership Nascent
Facebook, Instagram,
O Meta Al 1B MAUs 130M Near-Frontier N/A Whatsapp, Nascent
Messenger
‘ d Grok 35M MAUs 687M Frontier N/A Twitter / X Nascent
[Eﬁ] perplexity 22M MAUs 1.5B N/A <50% N/A Nascent

Market Leader

Contender
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ChatGPT Product Strategy POV: Top-Level Ideas
lan D’Silva | September 19, 2025

Summary:

e We recommend building a Personal Assistant Hub, a persistent, top-level orchestrator that makes
“Mission Control” tangible scheduling, prioritizing, and executing tasks from one place. This
establishes ChatGPT as the user's trusted, top-level orchestrator and transforms ChatGPT from a
transient tool to a persistent platform that users can offload cognitive burden to.

e We recommend building a Developer Canvas, an in-ChatGPT widget that is intelligently surfaced
to assist with intent-completion. This product offers users a direct interface to the external digital
world to complete tasks and reduce cognitive load, is scalable, and balances developer
integration with quality control as we learn the right balance.

1. Host "Mission Control" For Completing Tasks:

We recommend building a Personal Assistant Hub, a persistent, top-level orchestrator that makes
“Mission Control” tangible scheduling, prioritizing, and executing tasks from one place.

The first priority is creating a persistent solution over a transient one. Transient solutions, which ChatGPT
largely is currently, requires users to bear the burden of context handling, which is against our goal of
reducing user cognitive toll.

The second priority is to establish ChatGPT as the user's trusted, top-level orchestrator. This means that
we will focus on establishing general planning capabilities, deferring end-to-end task completion. We
believe this is the right approach since users will likely only have one trusted top-level orchestrator and
end-to-end task completion is still not quite reliable enough for mass adoption. Not winning the top-level
role implies getting layered, reducing the scope of value we can create for users. With that role
established, we can add end-to-end task completion as reliability improves.

A Personal Assistant Hub met this criteria and would deliver tangible and meaningful value for users at
scale, resulting in our prioritization.

2. Convert User Intent into Outcomes via a Developer Ecosystem:

We recommend building a Developer Canvas, an in-ChatGPT widget that is intelligently surfaced to assist
with intent-completion, since it keeps ChatGPT in a central role, can help solve tasks end-to-end, and is a
scalable solution.

The first priority is developing a product that helps users interface with the external digital world to
complete tasks via developer integrations. This is a key lever to reducing cognitive load for users.

The second priority is creating a solution that can do this in a scalable way. There are more developers
than we can possibly natively integrate with in bespoke ways.

The final priority is to come up with a solution that provides developers significant distribution to
high-intent users, but does not cede too much real estate and control so as to potentially undermine the
user experience. As we better learn how to create developer-oriented solutions, we can determine how to
properly manage the tradeoff between developer customization and integration and quality control.

A Developer Canvas achieves all 3 of these criteria, resulting in its prioritization.



Appendix

Ideas & Prioritization Document:

Idea Prioritization

M Control

]

Idea Description

Strategic
Fit

Reach

User
Impact

Effort

Confidenc
e

Score

Rank

Comments

Make Mission Control tangible by scheduling, prioritizing,
and executing tasks from one place like a Personal
Assistant would

Personal Assistant
Hub

One place fo see all active plans, blockers. and next

Project Dashboard N -
actions; pause/resume across devices.

Plan Composer Turn any request into a living plan: steps, dependencies,
Tool costtime tradeoffs, and a “Run” button with checkpoinis

ble, editable for common jobs (trip
planmng maoving, refurns, event planning), surfaced at
the right moment.

y s Tools /
Library

“Record” a multi-step web flow once; MG replays it safely

RO R with vaniables (name, date, budget).

50

5.0

20

35

20

35

25

4.0

30

50

4.0

2.0

40

30

30

3.0

5.0

40

25

40

2.0

20

35

20

43

35

27

36

22

* Strategic Fit: Strong strategic fit with placing ChatGPT as central role

* Reach: 70% of adults rely on a digital calendar to manage their lives (source)

* User Impact: Strong ability to reduce cognitive load with reminders and task completion.

* Effort: Moderate effort to establish new UX / window, but modularity deloads effort

* Confidence: Risk lies in user adoption and UX execufion, derisked by bite-sized execution sfeps

» Strategic Fit: Strong strateqgic fit with placing ChatGPT as central role
* Reach: Many users may not be accustomed to the project medium and may not think of their lives in such a
manner.
* User Impact: For those using projects. there is strong ability to reduce cognitive load
» Effort: Moderate effort to establish new UX / window, but medularity deloads effori.
* Confidence: Risk lies in user adoption and UX execution, derisked by bite-sized execution sfeps
* Strategic Fit: Helps ChatGPT play a cenfral planning role in user's lives but doesn't set up task completion
* Reach: Applicable to all ChatGPT users, making it easy for them to leverage.
* User Impact: Is limited in seamlessly scoping beyend the use case to broader task completion.
. Eﬂorl Simple to develop; functionality already exists, just need to formally package it.
Risk lies in not finding it fo be valuable above and beyond normal chat
* Strategic Fit: Strong strategic fit with placing ChatGPT as central role in end-to-end task completion but isn't a
scaled, robust selution.
* Reach: While applicable to many users, users siill need to discover the playbooks to use them
* User Impact: Will help users solve certain tasks in a more seamless way than navigating through ChatGPT and
developers can port into the playbook; users still need to find the right playbook
* Effort: Scaling playbook by playbook lowers initial effort but requires significant effort to scale: successfully
implement end-to-end is difficult
» Confidence: Risk lies in effectively scaling and user discovery.
* Strategic Fit: Puts ChatGPT in a central role, but adds minimal value add from ChatGPT (relative to other
offerings)
* Reach: Only relevant to a select set of digital power users who would be willing fo record workflows
* User Impact: Highly impactful for power users who want to automate a specific workflow, but solutions exist
* Effort: Moderate effort to be able to control computer use
* Confidence: Low confidence in user adopfion.

Developer Ecosystem

Strategic

User

Confidenc

1D Idea Description Fit Reach impact Effort e Score Rank Comments
» Strategic Fit: Aligns with vision of putting ChatGPT at the cenfer of fask completion
* Reach: Relevant to all users at scale.
1 Developer Canvas An |n—C?’_|atQPT widget Ihél is intelligently surfaced to 50 50 50 50 30 43 1 = User \mpact.: Intagral!ng developers can I:\elp .cluse the loops on E.D\Vlﬂg tasks, reducing cognitive load.
assist with intent-completion. * Effort: Requires creation of a developer kit to integrate, approval / process, and o
ensure reliability.
*C to High ution risk given difficulty in making agentic fool use reliable.
* Strategic Fit: Aligns with vision of putting ChatGPT at the cenfer of task completion, but as scalable and open
* Reach: Relevant to all users at scale, but deployment rate will be slower limiting use early on.
2 Individual Creating custom integrations in ChatGPT that can be 40 40 50 10 40 40 5 * User Impact: Integrating developers can help close the loops on solving tasks, reducing cognitive load.
Integrations surfaced depending on the task. : : : : . » Effort: Requires bespoke integrations alleviating individual edge cases, but requires many custom infegrations fo
scale.
» Confidence: Less execution risk with native integrations
* Strategic Fit: Aligns with vision of solving tasks end fo end, but core problem of reducing cognitive load is only
partially solved
Typed, signed links that open a specific plan or step in a : Lﬁleacr‘u Re\e:.::lllo all users a? scta\e. |Du' d?pliymbenlt;ale w:\l\l be sllolferll;mllt\rr‘wg use early on.
3 Deep Links developer's app with prefilled inputs/constraints and a 30 4.0 2.0 45 4.0 33 3 Ser impact: Melps users navigale solving lasks, bul doesn'l complete 1 for them
A M * Effort: Low effort as developers can create a simple framework for ChatGPT fo transfer users through with
callback to deliver the final receipt.
relevant confexi.
» Confidence: High confidence in ability to execute; risk in getting developers on board despite low effort from
meager value
* Strategic Fit: Gets developers involved but doesn't put ChatGPT at the center of solving problems.
* Reach: Relevant to all users at scale, but adoption rate might be a limiting factor.
Creating an app store that let's developers run full * User Impact: Ability to solve problems end to end with the ChatGPT engine, unclear why it needs to be in
4 App Store applications within the ChatGPT app environment. 20 40 40 30 30 32 4 ChatGPT app.
* Effort: Moderate effort to create a platform for developers o build on.
» Confidence: Risk of UX feeling clunky and uninientional
* Strategic Fit: Doesn't place ChatGPT at the center of problem solving
. -, PR * Reach: Limited reach since access point starts at developer properties.
5 COEE A SR I =R e S E AT T (il 20 20 40 40 20 27 5 « User Impact: Ability to deliver high impact with ChatGPT engine

Embedding Kit your app to solve tasks.

. Erforl High dlmcutly determining how to properly provide capabilities (e.9.. context) above API capability
High risk in 1g core value



https://docs.google.com/spreadsheets/d/1PB8GwwLunf2iBhWqQcJM1ykEaFAAhw3vC0dg_1VrpAo/edit?gid=0#gid=0
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ChatGPT Product Strategy POV: Personal Assistant Hub Ideas
lan D’Silva | September 19, 2025

Summary:

The goal of this product is to build the habit of using ChatGPT as a personal assistant. This is
best accomplished with a product that offers proactive assistance, has time-based (e.g., start of
day) triggers, is habit-driving, and is lightweight for an MVP.

Accordingly, we recommend building a Morning Brief, which generates a morning brief from a
user's integrated calendar and email to centralize their daily obligations and provide contextual
chat suggestions for executing tasks, as the initial product of Personal Assistant Hub.

Personal Assistant Hub Initial Product

Kickstarting our flyloop starts with Mission Control, so initial focus is on the Personal Assistant Hub.

The goal of this initial product is to associate ChatGPT as a true personal assistant above and beyond a
Chatbot text box, serving as the foundation on which to build a top-level digital orchestrator.

To accomplish this, we must focus on four priorities for this initial product:

Proactive Assistance: The product should focus on proactive value. ChatGPT already has a
strong foundation for reactive assistance and personal assistants' highest value comes from
taking proactive action.

Time-Based Assistance: A proactive assistant can be triggered by events (e.g., receiving a text
message) or by time (e.g., the start of the day). An event-based approach, while powerful,
requires deep access to user data — a high-friction step for a new capability. A time-based
approach, however, provides a more natural and predictable entry point to proactively assist users
without significant initial permissions.

Habit-Driving: Given its proactive and assistive nature, the product should be designed to create
a daily habit. By providing predictable value at a recurring, time-based interval, we can create a
reason for users to engage daily. This transforms ChatGPT from a transient tool into a persistent
platform that users instinctively rely on to manage their day and reduce their cognitive toll.

Lightweight: Lastly, as with all MVPs, it needs to provide customer delight in a lightweight form
factor to serve as a foundation for iteration and expansion.

For these reasons, the first feature we will launch is the Morning Brief. The Morning Brief is an initial,
lightweight form of the Personal Assistant Hub that focuses on managing and executing today’s tasks.
This is the ideal starting point:

It builds a persistent, recurrent, time-based daily habit: It creates a recurrent, predictable reason
for users to engage with ChatGPT at the start of their day, ingraining the behavior of using our
platform as a central orchestrator.

It builds trust through value: It delivers immediate utility by helping users plan their day, proving
our value and earning the trust required to graduate to more context-aware, event-based features
in the future.

By launching this lightweight MVP, we can gather critical feedback to guide the development of the more
robust Personal Assistant Hub.



Appendix

Ideas & Prioritization Document: & Idea Prioritization

Personal Assistant Hub

ID Idea Description Stre::t_eg\c Reach User Effort Confidenc Score Rank Comments
it Impact e
Generates a morning brief from a user's integrated - Strategic Fit: Strong fit with proactiveness, time-based recurrence, and habit formation
- 5 P » Reach: Applicable to users with calendar / email integration
1 Daily Planner calgndar gndenailiofeantalieliiel da"'" SEIEENE 5.0 35 50 3.0 40 43 1 - User Impact: High user impact for target users.
Y reminders, and contextual chat suggestions for pact: Tign u: iy or targ -
priaritizing‘and executing tasks » Effort: Fairly lightweight; integrations adds complexity
- . fid : Mod confid in providing user value
- Strategic Fit: Strong fit with proactiveness, time-based recurrence, but weaker habit formation
Engages the user at the end of the day te help them » Reach: Applicable to users with calendar / email integration
2 Nightly Debrief unload cognitive burden, reflect on accomplishments, 40 35 35 30 25 36 2 - User Impact: End of day is less impactful than start of day
and prepare for the next day. » Effort: Fairly lightweight; integrations adds complexity
- Confid : Mod confid in providing user value
» Strategic Fit: Proactive, time-based recurrence, but weak habit formation with weekly cadence
Proactively engage the user at the beginning of each * Reach: Applicable to users with calendar / email integration
3 Weekly Planner week to help them define their topdeval priorities 30 35 35 30 30 32 4 + User Impact: Moderate impact to plan week ahead
P P P « Effort: Fairly lightweight; integrations adds complexity
+ Confid Medium d in providing user value
» Strategic Fit: s only partially proactive, doesn't drive recurrent habit
" . " - Reach: Applicable to many people
4 Reminders gﬁiﬁ:f::{d grdpusiioiiicatiogiba=ilep deasbased 30 45 25 45 40 35 3 + User Impact: Non-game-changing impact
- Effort: Fairly lightweight
+ Confid Mod confi in providing user value



https://docs.google.com/spreadsheets/d/1PB8GwwLunf2iBhWqQcJM1ykEaFAAhw3vC0dg_1VrpAo/edit?gid=1419248347#gid=1419248347
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ChatGPT Product Strategy POV: North Star Metric
lan D’Silva | September 19, 2025

Summary

e Proposed NSM: We recommend DAUs as the NSM, prioritizing building deep user engagement
and expanding reach now, deferring an aggressive focus on monetization to the future.

e Implementation & Guardrails: To prevent unprofitable growth, a company-wide contribution
profitability guardrail should be installed. Individual teams are encouraged to use specific
engagement NSMs and quality guardrails to guide their local optimizations in a way that aligns
with the top-level DAU goal.

North Star Metric

This North Star Metric (NSM) tree outlines a hierarchy of potential focus areas, starting from user growth
at the bottom and culminating in business value at the top. Each level represents a candidate NSM, and a
company's choice depends on its maturity and strategic goals. As a company achieves success in one
metric, it can "move up a step” to the next. The progression typically moves from building a user base
(Acquired and Activated Users) , to fostering engagement (Retained Users) , and finally to capturing value
(Monetized Users, Revenue, and Profit).

High-Level North Star Metric Tree
Profit Abstracted Metrics
Build guardrails around these
|
|
Monetized Users
]

]
|
¢ “
|
Retained Users Monetization Rate

o
Q
o
Activated Users Retention Rate
]
Acquired Users Activation Rate

With an established base of 700 million Weekly Active Users (WAUs), ChatGPT's primary focus should be
on cultivating the highest form of retention: Daily Active Users (DAUs). Since there is still a significant
opportunity to expand reach and engagement, monetization should not be the main priority at this time.
That can be prioritized later, once a deeply engaged user base is solidified.

Guardrails

By focusing on Retained Users as the North Star Metric, we are deliberately deferring a primary focus on
optimizing for ARPU and Margin %. To prevent the risk of low-quality growth that this might entail, it is



essential to install a contribution profitability guardrail to monitor unit economics. Because the underlying
economics may improve over time, this guardrail should be calculated assuming a steady-state variable
cost per query.

Team Level Guardrails

While DAUSs is the headline company NSM used for alignment and reporting, individual teams and
products may benefit from more specific metrics. All team efforts should ladder up to the top-level goal,
but product- or team-level NSMs can help steer surfaces more effectively.

Similarly team-specific metrics should be paired with their own quality guardrails to guide their local
optimizations.
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ChatGPT Product Strategy POV: FAQs
lan D’Silva | September 19, 2025

Q1

Why does building a top-level orchestrator make more sense than building agentic primitives
(e.g., flight agent, shopping agent, etc.)?

We believe starting with a top-level orchestrator makes the most sense for a few reasons:

1. Starting Early on Top-Level Orchestration Matters

We believe that early advantages will compound. By working with users across all their top-level
tasks, we'll develop a personalized knowledge-base that isn't reproducible, earning user loyalty.
Users are likely to only have one top-level orchestrator and once a platform has met a critical
personal advantage, switching costs can become insurmountable.

2. Building end-to-end use cases is really hard and requires bespoke development

Building an agent that can perform end-to-end task completion is really hard. They are unreliable,
so they require a lot of tuning and monitoring to ensure they are acting as expected. It's
impractical for ChatGPT to individually build each of infinite possible workflows until model
capability improves to not require meticulous oversight across a broad set of use cases.

Furthermore, there still needs to be a mechanism to intelligently surface end-to-end workflows,
otherwise users are still left to summon them, keeping ChatGPT in a reactive role that still places
a burden on the user. The top-level orchestrator serves this role.

3. We'll be better at building end-to-end use cases

By taking a top-down approach, we'll end up building better end-to-end use cases when it comes
time for it.

1) We'll be better because we have context. Assuming agents can work without reliability issues,
their true power comes from incorporating context. There's no point if an agent can
autonomously book me a hotel if it's completely on the wrong side of town. The top-level
orchestrator’s top-down approach brings the most context to solving use cases. Interpreting
personal intent and creating an appropriate plan is the first step of end-to-end task completion
after all, and that requires significant context.

2) We'll be better because we know which use cases matter. By building a top-level orchestrator,
we'll gain real user feedback on which use cases are most sought after and valuable to users.
Without it, users will be performing tasks outside of ChatGPT'’s purview, limiting our view into
where we can add the most value.



2. Morning Brief Product Brief



ChatGPT Product Strategy: Morning Brief (Personal Assistant Hub MVP) PRD
lan D’Silva | September 19, 2025

Context

See the Product Strategy Doc, which recommends the development of a personal assistant hub, for more
context. This document is the PRD for the MVP of the Personal Assistant Hub, a Morning Brief.

Problem Alignment

Navigating the digital world is taxing. Completing a task (e.g., planning a trip) requires traversing a
fragmented digital world, which incurs a cognitive toll to navigate it.

The Pain Point

Accomplishing everyday tasks is burdensome:

e The digital world is fragmented. To get restaurant delivery you go to Doordash or Uber Eats. To
book flights you go to Kayak or Delta. To learn about a topic, you go to Wikipedia, Reddit, Google,
Substack, etc.

e Navigating this is taxing. To navigate the digital world, we pay a cognitive toll of friction-filled
steps (tedious page clicking, switching back and forth from apps and pages, filling forms,
authenticating, etc.).

e A typical task requires significant navigating: A single goal like "l need to plan a weekend trip to
see my parents" requires a dozen discrete digital tasks (creating an itinerary, booking flights,
scheduling transportation, last minute purchases, etc.) for users to complete.

The burden has fallen on users to connect the fragmented digital world. This friction drains our energy
and gets in the way of getting stuff done.

Personas

This spans multiple types of personas:

e lan, the Busy Professional: | am lan, a busy professional and | need help planning travel for my
friend's wedding. The hustle and bustle of everyday life makes it difficult to properly prepare for
the wedding (e.g., saving the date, booking my flight and hotel, buying a gift, figuring out plans,
etc.), making me forgetful and tired.

e Sharon, the Parent and Household COO: | am Sharon, a parent and household COO and | need
help surviving the day. From running errands, taking care of the baby, ordering groceries, making
dinner, and finding time for myself, | never have enough time in the day, making me always feel
overwhelmed and stressed.

e Melanie, the Product Manager: | am Melanie, a product manager and | need help turning big
product ideas into cohesive outputs. My week is filled with scattered to-dos, meetings, research,
and synthesis, leaving me juggling information across tools and struggling to pull it all together
into a clear vision, making me feel drained and less effective.

e Mark, the Student: | am Mark, a college student and | need help staying on top of midterms.
Between Econ exams, CS labs, group projects, and social commitments, my tasks are scattered
across apps and | lose focus easily, leaving me feeling overwhelmed and stretched too thin.



See Product Strategy Appendix 1 - User Research for further insights.

Solution Alignment

High Level Approach

ChatGPT can simplify our interface with the internet by being a personal super-assistant that helps
simplify turning intents into completed outcomes.

We can help solve this by building a Personal Assistant Hub in ChatGPT that helps with scheduling,
prioritizing, and executing tasks from one place. The Personal Assistant Hub establishes ChatGPT as the
user's trusted, top-level orchestrator but defers complete end-to-end tasks until reliability is sufficient.

The Morning Brief is an initial form of the Personal Assistant Hub, which focuses on managing and
executing today'’s tasks. By launching a lightweight MVP, we can gather feedback on how to progress
development towards a more robust Personal Assistant Hub.

Goals

The goal is to assist users with planning, prioritizing, and executing tasks for the day in one place, much
like a personal assistant would. This entails:

e Reminding users of their obligations so they do not forget

o e.g., “Today you have your big product review and, after work, a dinner date with your
partner at Indienne.”

o e.g., “Your niece’s birthday is next week. We need to get her a gift.”
e Providing recommendations, advice, and assistance to complete tasks

o e.g., “You need to book a flight for the wedding. This option on Friday at 6pm seems like a
good option after your last meeting at 3pm”

o E.g., “You had quite a few emails come in last night. Would you like me to summarize
them for you?”

Non-goals

1. Become a to-do list: While we are surfacing things the user should be acting on, the goal is not to
become a comprehensive to-do list manager for users. We are instead there to help take away
burdens from the user, like a personal assistant would.

2. Become a calendar tool: While calendars will be helpful tools and contexts, the goal is not to
simply be calendar manager. The goals are to determine actions the user needs to be prioritizing
and assisting them with execution.

Execution Alignment

Key Features

We will create Morning Brief, which is a dedicated, auto-generated (each morning), and bespoke chat
session that is served as a suggested prompt and includes:

e Greeting: A cheerful greeting to start your day on a positive note.

e Day at a Glance: Pulls in your context (calendar) to outline obligations today



e Other Reminders: Pulls in your context (calendar, mail, memory) to remind you about obligations
in the future we may want to be thinking about today (e.g., getting ready for a flight tomorrow).

e Smart Chat Suggestions: Recommends chats to start based on your context to assist with
accomplishing tasks that provide a prompt to start a new chat session. For example:

o Calendar based recommendations
m Prepare for meetings, buy a gift, etc.
o Email based recommendations
m  Summarize overnight emails, prepare for a meeting, etc.
o Memory based recommendations
m  Reminders
o  Other non-contextual recommendations
m  Weather outlook
m  News

e Start a Chat: Start a chat session with the plan as the chat context.

Currently, we will not build (but will consider for the future):

1. Deprioritized Functionality
a. Extending to more general planning generation capability (e.g., weekly planner, etc.)

b. Complementing “read” functionality with “write” functionality to Mail, Calendar
integrations

c. Adding in more context-providing integrations

d. Developer integrations that help accomplish common tasks externally like making
purchases (e.g., booking a hotel / flight, scheduling an uber, placing an e-commerce order
for items or groceries), making a reservation, etc.

e. More customized recommendation screens beyond providing a prompt for a chat session
2. Deprioritized Surfacing
a. Making Morning Brief (part of) a default screen on main chat

b. Suggest non-eligible users add mail / calendar integrations



Key Flows

>> User Flows

8 Lucidchart document
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>> High-Level Components and Architecture
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@  Indicates new component requiring eng lift

e Platforms: All ChatGPT primary surfaces (web, mweb, i0S, MacOS, Android, Windows)
e Performance: Morning brief is batch auto-generated early each morning (e.g., 6am)
e APl Integrations (via ChatGPT connectors): Google Mail, Google Calendar, Google Drive, Outlook Mail, Outlook Calendar, Sharepoint



High-Level Requirements - Full product requirements to be developed after working with eng / design on feasibility and UX details.

Priority | Requirement Description
Morning Brief Chip Build a chip that serves as the entry point to the Morning Brief screen
PO Morning Brief Prompt Suggestion | Opens the Morning Brief screen. Leverage prompt suggestion chip infra with different destinations.
Entry Point
Integrations Integrations that serve as context for creating the Morning Brief
PO GMail integration Build an integration that pulls in a user’'s Gmail emails. Leverage ChatGPT's “Connector” infra.
PO GCal integration Build an integration that pulls in a user's GCal calendar events. Leverage ChatGPT's “Connector” infra.
P1 Outlook Mail integration Build an integration that pulls in a user's Outlook emails. Leverage ChatGPT's “Connector” infra.
P1 Outlook Calendar integration Build an integration that pulls in a user's Outlook calendar events. Leverage ChatGPT's “Connector” infra.
Morning Brief Screen Start a custom chat session that provides an overview of a user'’s tasks, events, and other reminders to
help them manage their day.
PO Greeting Use model API to generate a simple, warm greeting to the user.
PO Day at a glance - text Leverage mail, calendar, and memory as context to Al generate a text summary of the user’s day ahead
with important notes and suggestions.
P1 Day at a glance - cal Leverage mail, calendar, and memory as context to generate a calendar visual of the user's day ahead.
P1 Other Contextual Reminders Leverage mail, calendar, and memory as context to Al generate a text summary of other reminders the
user should be aware of (beyond today).
PO Suggested Chats Leverage mail, calendar, and memory as context to Al generated suggested chats. Leverage prompt
suggestion chip infrastructure. Clicking stars a normal chat session with the morning brief as context
P1 Start Morning Brief Chat Start a Chat with Morning Brief as context
Suggested Chat Sessions Custom chat sessions based on Morning Brief chat suggestions, leveraging normal chat session
infrastructure.
P1 Back to Morning Brief Affordance | Text / button that allows users to go back to the Morning Brief screen.




>> |llustrative Mockups

From Chat to Morning Brief View

Daily Planner

Home Chat

Daily Planner View

all T -

Daily Planner View Cont. (Scrolled Down)

6:43

6:43 6:43

= ChatGPT5>

”
L

= ChatGPT5 > [ = ChatGPT5>

”
s

‘Good morning!
| hope you slept well. Here's your day at a glance!

How can | be helpful?

Summarize emails? Help buy Ava a gift?
Day at a glance 6 emails came overnight 3rd birthday is in 1 week
Today, we don’t have too many back-to-back meetings, so | sam Altman
we'll have some heads down time. This could be a good T e et
time to get ahead on the QBR presentation next week. . AL DAY
ki S September 3
Ava's 3rd Birthday
Dana Summers
I £00AM  Werkout Cant Babasit Wdnescy

I S:00 AWM Morning Stand-Up

(Create a packing list? Prepare for meeting.
I 100PM L with items for your trip review GPT-6 pre-read

Iz:mm Company All-Hands

715 M
Tomorrow
o= I 4:00P1A  Pickup Ava from Day Care Delta Flight DL363
Just let me know in chat if | can be helpful on any of these!
Other reminders d lunch
‘We have an early flight tomorrow, so we’ll need to pack or soigs ogrol lunch spots near you
and go to sleep earlier than normal. [ TR e
. o 5 Mamdon| leods @ QR Qe
i Ava's birthday is in a week, so we should buy her a gift. polls pot pro-Cuome. L b ¢
| W €O Ty
- View morning brief Tech industry trends We also still need to RSVP yes to Jack’s wedding and book o O e
¥ let’s get your day started biggest shifts In A1 flights, hotels, and get him a gift. o e LD em=
Fresiderspressures -
el
o Y e o o +  Askanything ) 0 +  Askanything o 0




Contextual Email Suggestions
Summarizing Emails

6:43 all T -

= ChatGPT5> (9]

Go Back to Daily Planner >

ild.eml Email 5.eml Email 6.eml
[} data data

Can you summarize these emails?

Today’s Inbox Summary

1) GPT-6 pre-read for today's meeting (from
Sam)

Sam shared a pre-read of the GPT-6 document for
your meeting today. Skim key sections before the
call.  email g).omi

- Suggested reply: “Thanks for the GPT-6 pre-
read—reviewing now and will bring questions to
the meeting”

2) Fantasy football draft time (from lan)
Proposed times are in; 8:00 pm looks best—go
ahead and confirm. =i em

- Suggested reply: “8pm works for me. Lock it in
and send the invite?"

3) Babysitting update (from Dana)
Dana can't make it on Wednesday. You'll need a
backup or to adjust plans. e aem

+ Suggested reply: “Th y, for the heads-up,
Dana—totallv fine. I'll find coveraae and circle

-+ Ask anything ) o

From Morning Brief View to Suggested Chats

Daily Planner - Suggestion Views

Cantextual Email Suggestions
Prepare for Mee

6:43 al T -

= ChatGPT5 > (&)

Go Back to Daily Planner >

ChatGPT Strategy Doc (27).pdf
O

m Meeting tomorrow.em|
data

Can you help me prepare for this
meeting?

Got it — I've reviewed both the strategy doc and
the meeting email. Here's a preparation guide so
you can walk into tomorrow's discussion confident
and structured.

1. Context

- Meeting invite: Sam (likely leading) said the
purpose is to discuss the attached strategy
document ey tomerreen

» Attached doc: Your ChatGPT Product Strategy
POV: Product Vision crsioer susisay soc (271001,

So this meeting will center on your strategic vision:
where to play, how to win, and where to start.

+

+ Ask anything 9 o

Contextual Calendar Suggestions

Birthday Gift

6:43 al T -

= ChatGPT5 > (8]

Go Back to Daily Planner >

What should | get my 3 year old
daughter Ava for her birthday next
week?

Here are some wonderful gift ideas for your
daughter Ava’'s 3rd birthday — thoughtfully tailored
to foster creativity, learning, and that magical
imaginative play toddlers adore. I've grouped them
into categories and curated standout product
options below:

Play-Doh Fun Factory
Starter Set Sorting Cube

Melissa & Doug Shape

$7.79 - Target + others $20.99 - Melissa & Doug

J |+ others

+ Ask anything o 0

Contextual Calendar Suggestions

acking for a Flight

6:43 ol T -

= ChatGPT5 > (8]
Go Back to Daily Plannar >

How should | pack for my trip to
San Francisco?

San Francisco weather and vibe can catch people
off guard, so here's a practical packing guide:

+ Weather Basics

+ Layers are key: SF is famous for microclimates
— it can be foggy and chilly in the morning,
sunny and warm at noon, and windy/cold by
evening.

Temperature range: Usually 55-75°F (13-24°C),
but it feels colder with windffog.

4 Clothing

- Light jacket: A packable down jacket or
windbreaker is perfect.

- Sweater/hoodie: Something cozy for morningsf
evenings.

- T-shirtsflong sleeves: For layering.

- Comfortable jeans/p: o Avaid shorts unless
you run warm — locals . .cely wear them.

+ Ask anything 9 o




Key Risks

e Users may not have integrate calendar and mail, limiting value

(¢]

(o]

e Users may have sparse mail or calendar based recommendations.

(0]

(o]

Mitigant: Do not surface to users without integration

Mitigant: Encourage users to integrate mail and calendar

Mitigant: If a user has limited calendar or email data for the day, the planner will
automatically prioritize non-contextual but still helpful "other recommendations”.

Mitigant: Monitor users with integration but limited context for experience

e Reliability and quality of suggestions may vary or be harmful

(@]
Launch Plan

Eligible Users

Mitigant: Install recommendation guardrails and observability dashboards once live.

This will be eligible to all users with a mail and calendar integration on ChatGPT.

Ramp Plan

TARGET DATE MILESTONE DESCRIPTION EXIT CRITERIA

Weeks 1+2 Alpha Internally test to bug hunt and Squash all PO/P1 bugs

gather feedback

Week 1 Alpha (Working Internal testing with working team All PO/P1 bugs are resolved.

Team) only Core user flow is functional
without crashes.

Week 2 Alpha 2 (All Internal testing with all company No new PO/P1 bugs identified.

Employees) employees No negative impact on app
performance. Positive
qualitative feedback from
employees.

Week 3-6 Canadian Beta Test Product Market Fit Achieve target adoption rate,
success metrics, and no
violation of guardrails.

Week 3 Exposure Ramp Public release ramp System stability maintained at

(1%, 10%, 25%, each stage. No spikes in

50%, 75%, latency, API errors, or crash

100%) rates

Week 6 Experiment Analyze experiment results, A final ship/no-ship decision

Readout summarize findings, and present a is made and communicated to

formal recommendation on the all stakeholders.
feature's future (e.g., graduate,
iterate, or deprecate).

Week 7-8 (Optional) Use feedback to make pO critical pO updates made

Rework updates that threaten viability of the




formal recommendation on the
feature's future (e.g., graduate,
iterate, or deprecate).

Development product
Period
Week 9-12 Public Launch Evaluate Product Market Fit Achieve target adoption rate,
success metrics, and no
violation of guardrails.
Week 9 Exposure Ramp Public release ramp System stability maintained at
(1%, 10%, 25%, each stage. No spikes in
50%, 75%, latency, API errors, or crash
100%) rates
Week 12 Experiment Analyze experiment results, A final ship/no-ship decision
Readout summarize findings, and present a is made and communicated to

all stakeholders.

Measurement & Program Evaluation

Success Metrics and KPIs

Target Metric

Why We Care

Target

Success Metrics

iDAUs

DAUs is our north star metric and
we want to operate in service of
that metric

Positive incrementality

Morning Brief DAUs

If the feature is valuable it will be
adopted recurringly

Feature adoption in line with or
stronger than other prompt
suggestion adoption.

Guardrails and Quality Metrics

Cost per User

We want to make sure unit
economics are intact

In line with guardrail

Platform retention metrics

We want to make sure we aren't
harming the rest of the platform

Not negatively incremental

Platform engagement metrics

We want to make sure we aren't
harming the rest of the platform

Not negatively incremental

Users

driving behavior change

KPIs

Morning Brief % Activated Users | Feature adoption is necessary to N/A
driving behavior change

Suggested Chat % Activated Feature adoption is necessary to N/A

10




Morning Brief Sessions Started

Feature engagement is indicative
of user delight

N/A

metrics

Suggested Chat Sessions Started | Feature engagement is indicative | N/A
of user delight

Suggested Chat Messages Sent Feature engagement is indicative | N/A
of user delight

Morning Brief DAU to MAU Indicates user stickiness and N/A
power user ratio

Qualitative Customer Feedback Fills in the narrative behind the N/A

Experimentation Plan
e Experiment type:
o A/B split test

e Assignment:

o Eligible population is assigned at product launch by user_id (i.e., user_ids adding mail /
calendar integration after launch are not part of eligible population)

e Initial Experimentation
o Holdout group: 20%
o Treatment Duration: 3 weeks
o Attribution Window: 3 weeks
e Longterm experimentation

o Holdout group: 5%



Appendix 1

>> Suggested Chats Continued

From Morning Brief View to Suggested Chats

Contextual Calendar Suggestions
Restaurants

10:25 all F -

= ChatGPT5> (8]

‘Go Back to Daily Planner >

Can you show me lunch restaurants
near me?

Here are some excellent lunch spots in and around
Greenport, NY, many offering waterfront views,
casual charm, or creative, farm-to-table cuisine:

3 recommendations - List

sianeu viass V24 &

at
The Whisk 3

Andy's () © Vindtaverns O Crazy B'g"'
. — R

1537

ask

o Creations
=¥ By Lisa :

The Frisky .
() Oyster ) verbena  {

— © Aipina
.

Ralph's Of

|2 Qs

0 Greenport Fire

o =m
¥ Coun
Anker i
4.1 % (162) |
Open until 10pm
Ry
+ Ask anything o o

Daily Planner - Suggestion Views

Web Suggestions
News

6:43

= ChatGPT5 > (8]

Go Back to Daily Planner >

Can you summarize top news for
'me based on my interests?

More top stories

= =

= FOX Weather @ https:/jwww.kotatv.com
‘Weekend weather Salmonella outbreak
update from FOX linked to certain home
Weather: Hawaii declar... delivery meals

12 hours ago 6 hours ago

Got it! Here's a roundup of some of today's most
significant headlines across key areas, based on
the top stories | found:

Global Affairs & Conflict

- Israel Intensifies Gaza Operations
Israel has urged famine-stricken residents in
Gaza City to evacuate, while striking more high-
rises it believes Hamas | rerating from—resulting
in at laact 27 ranartad daathe o .
° @

+ Ask anything
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>> Broader Vision (lllustrative)

6:43 ol T .

= ChatGPT5 (8]

Good morning!
Today, we don't have too many back-to-back
meetings, so we'll have some heads down time.

This could be a good time to get ahead on the
QBR presentation next week.

I 800 AM  Workout

I 9:00 AM Morning Stand-Up

I 1:00 PM Lunch with Jenny

I 2:00FPM  Company All-Hands
4:00PM  Pickup Ava from Day Care

Just let me know in chat if | can be helpful on any
of these!

Other reminders

We have an early flight tomorrow, so we'll need to
pack and go to sleep earlier than nermal.

Ava's birthday is in a week, so we should buy her
a gift.

We also still need to RSVP yes to Jack's wedding
and book flights, hotels, and get him a gift.

wything g o

+

6:43
= ChatGPT5
How can | be helpful?

Summarize emails?
& emails came overnight

ﬂ Sam Altman
GPT-Blaurch timeline

(&, tanD'siva
F

Create a packing list?
items for your trip

715 AM
Tomorrow
Delta Flight DL363

ything

Morning Brief with Developer Integrations

Daily Planner

ol T - 6:43 ol T .
(&) = ChatGPTH (8]

Good morning!

| hope you slept well. Here's your day at a glance!

Help buy Ava a gift?
3rd birthday is in 1 week

Day at a glance

Today, we don't have too many back-to-back
meetings, so we'll have some heads down time.
ALL DAY This could be a good time to get ahead on the
September 3 QBR presentation next week.
Ava's 3rd Birthday

lE'DCAM ‘Workout

l 200 AM  Morning Stand-Up (¥}

Cover important news?
SRy I T00PM  Lunch with Jenny [R]
l 2:00 PM  Company All-Hands (W]

2:00PM  Pickup Ava from Day Care

Just let me know in chat if | can be helpful on any
of these!

Other reminders

We have an early flight tomorrow, so we'll need to
pack and go to sleep earlier than normal.

Ava's birthday is in a week, so we should buy her
a gift.

We also still need to RSVP yes to Jack's wedding
and book flights, hotels, and get him a gift.

w
e
+

6:43 ol T -

= ChatGPT5

How can | be helpful?

Summ: emails? Help buy Ava a gift?

6 emails came overnight 3rd birthday is in 1 week
Sam Attman
GPT-Bkaunech

ALL DAY
Saptember 3
Ava's 3rd Birthday

(&, 1anDsibia

Cover important news?
top stories for you

715 AM
Tomorrow
Delta Flight DL363

Order Starbucks for Pickup?
Iced Latte « 7:15am

Uber

Schedule an Ubar?
From home to JFK » 7:15am
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