Sources used or explicitly cited are as follows:

List of Al resources out now for teachers: https://ditchthattextbook.com/ai-tools/

Introduction to LLMs and GPTs:

https://rpradeepmenon.medium.com/introduction-to-large-language-models-and-the-transformer-

architecture-534408ed7e61

‘Original” paper which set the groundwork for Transformers:

https://arxiv.org/pdf/1706.03762.pdf

Khan Academy: https://www.khanacademy.org/

MIT OCW: https://ocw.mit.edu/

Repetition and massed learning: https://cpduk.co.uk/news/importance-of-repetition-in-learning

Variety in learning: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7939370/

Example of the education system’s quantitative mindset on performance and testing:

https://files.eric.ed.gov/fulltext/EJ1092639.pdf
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