Original Question

According to their most recent earnings calls, what have amazon, meta, microsoft and alphabet
said about demand for Al computing power?

Extracted Companies

Amazon.com Inc (AMZN)
Meta Platforms Inc (META)
Microsoft Corporation (MSFT)
Alphabet Inc (GOOG)

Selected Transcripts:

AMZN: Q4 Earnings Call, 2025-02-06, Q4 2024
META: Q4 Earnings Call, 2025-01-29, Q4 2024
MSFT: Q2 Earnings Call, 2025-01-29, Q2 2025
GOOG: Q4 Earnings Call, 2025-02-04, Q4 2024
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Amazon, Meta, Microsoft, and Alphabet are experiencing unprecedented demand for Al
computing power, leading to significant investments in Al infrastructure, custom chip
development, and capacity expansion. Each company is aggressively scaling its Al capabilities
to meet this surging demand, despite facing supply constraints and infrastructure challenges.

Key Metrics and Trends

Amazon AWS Annualized Revenue Run Rate: $115 billion
AWS Q4 Year-over-Year Growth: 19%
AWS Capital Investments in Q4 2024: $26.3 billion
Meta's Planned Al Data Center Capacity:
o 1 gigawatt coming online this year
o Building a 2+ gigawatt Al data center
Meta Al Monthly Active Users: 700 million
Microsoft's Al Annual Revenue Run Rate: $13 billion, up 175% year-over-year
Microsoft Cloud Revenue: $40.9 billion, up 21%
Azure Al Services Growth: 157% year-over-year
Microsoft Capital Expenditures in Q2 2025: $22.6 billion
Alphabet Google Cloud Q4 Revenue: $12 billion, up 30%



e Google Cloud Operating Income: Increased to $2.1 billion, operating margin up to
17.5%

e Alphabet's Al Infrastructure Compute Capacity: Customers consume over 8x the
compute compared to 18 months ago

e Alphabet's Trillium TPU Performance: 4x better training performance, 3x greater
inference throughput than previous generation

In-Depth Analysis

Massive Investments in Al Infrastructure to Meet Explosive Demand

The tech giants are pouring resources into expanding their Al infrastructure to accommodate the
surging demand for Al computing power. Amazon's AWS invested $26.3 billion in capital
expenditures in Q4 2024, primarily focusing on Al.

"The vast majority of that CapEx spend is on Al for AWS."
— Andrew Jassy, AMZN Q4 2024

Meta is investing hundreds of billions of dollars over the long term, aiming to bring almost a
gigawatt of capacity online this year and building a 2 gigawatt and potentially bigger Al data
center.

"We expect to bring online almost a gigawatt of capacity this year, and we're
building a 2 gigawatt and potentially bigger Al data center."

— Mark Zuckerberg, META Q4 2024

Microsoft has more than doubled its data center capacity in the last three years, with capital
expenditures of $22.6 billion in Q2 2025 to support Al demand.

"We have more than doubled our overall data center capacity in the last 3 years,
and we have added more capacity last year than any other year in our history."

— Satya Nadella, MSFT Q2 2025

Alphabet expanded its infrastructure by breaking ground on 11 new cloud regions and data
center campuses in 2024, continuing to invest heavily to meet Al demand.

"In 2024, we broke ground on 11 new cloud regions and data center campuses."

— Sundar Pichai, GOOG Q4 2024

Custom Al Chips to Enhance Performance and Efficiency



To improve performance and cost-efficiency, these companies are developing custom Al chips.
Amazon's Trainium2 offers 30% to 40% better price performance than current GPU-powered
instances.

"EC2 instances with these chips are typically 30% to 40% more price performant
than other current GPU-powered instances available."

— Andrew Jassy, AMZN Q4 2024
Alphabet's Trillium, their sixth-generation TPU, delivers significant performance improvements.

"Trillium... delivers 4x better training performance and 3x greater inference
throughput compared to the previous generation.”

— Sundar Pichai, GOOG Q4 2024

Supply Constraints and Capacity Expansion Efforts

Despite investments, supply constraints are a common challenge. Amazon acknowledges
that capacity limitations are hindering growth.

"We could be growing faster, if not for some of the constraints on capacity."
— Andrew Jassy, AMZN Q4 2024
Microsoft is in a tight supply-demand situation, working hard to expand capacity.

"We are in a tight supply-demand situation, working very hard to bring more
capacity online."

— Amy Hood, MSFT Q2 2025
Alphabet is similarly focused on alleviating supply pressures.

"We are in a tight supply-demand situation, working very hard to bring more
capacity online."

— Anat Ashkenazi, GOOG Q4 2024

Growing Revenue from Al Services and Cloud Offerings

The escalating demand is reflected in substantial revenue growth. Microsoft's Al business
reached an annual revenue run rate of $13 billion, a 175% increase year-over-year.

"Our Al business has now surpassed an annual revenue run rate of $13 billion, up
175% year-over-year."



— Satya Nadella, MSFT Q2 2025

Amazon's AWS boasts a multibillion-dollar annualized revenue run rate in Al, growing at
triple-digit percentages.

"It is hard to complain when you have a multibillion-dollar annualized revenue run
rate business in Al... growing triple-digit percentage year-over-year."

— Andrew Jassy, AMZN Q4 2024

Alphabet's Google Cloud revenue increased by 30% to $12 billion, propelled by Al
infrastructure and generative Al solutions.

"Revenue increased by 30% to $12 billion in the fourth quarter, reflecting growth
in... Al infrastructure and generative Al solutions."

— Anat Ashkenazi, GOOG Q4 2024

Strategies to Capture Future Al Computing Demand

Companies are strategically positioning themselves to capture future demand. Amazon is
collaborating with Anthropic on Project Rainier, utilizing Trainium2 Ultra servers.

"We're collaborating with Anthropic to build Project Rainier, a cluster of Trainium2
Ultra servers containing hundreds of thousands of Trainium2 chips."

— Andrew Jassy, AMZN Q4 2024
Microsoft's partnership with OpenAl strengthens its Al ecosystem.

"Through our strategic partnership, we continue to benefit mutually from each
other's growth. And with OpenAl's APIs exclusively running on Azure, customers
can counton us..."

— Satya Nadella, MSFT Q2 2025
Meta aims to lead in Al assistants with Meta Al, expecting to reach over 1 billion people.

"l expect that this is going to be the year when a highly intelligent and personalized
Al assistant reaches more than 1,000,000,000 people, and | expect Meta Al to be
that leading Al assistant."

— Mark Zuckerberg, META Q4 2024

Significant Growth in Al Compute Consumption



There's a notable increase in Al compute usage. Alphabet reports that cloud customers
consume over 8x the compute capacity compared to 18 months ago.

"Cloud customers consume more than 8x the compute capacity for training and
inferencing compared to 18 months ago."

— Sundar Pichai, GOOG Q4 2024

This surge underscores the escalating demand and the need for continued infrastructure
expansion.

Efficiency and Cost Optimization as Key Focus Areas

Improving efficiency and reducing costs are essential to manage demand. Alphabet
emphasizes their commitment to cost optimization.

"Our obsession with cost per query... sets us well for the workloads ahead."
— Sundar Pichai, GOOG Q4 2024
Microsoft highlights efficiency gains contributing to better price performance.

"We have been seeing significant efficiency gains in both training and inference for
years now."

— Satya Nadella, MSFT Q2 2025

Supporting Evidence

"The faster we grow, the more CapEx we end up spending because we have to
procure data center and hardware and chips and networking gear ahead of when
we're able to monetize it."

— Andrew Jassy, AMZN Q4 2024

"We saw strong uptake of Trillium, our sixth-generation TPU, which delivers 4x
better training performance."”

— Sundar Pichai, GOOG Q4 2024

"We are working from a pretty constrained capacity place... we have been short
power and space."

— Amy Hood, MSFT Q2 2025



"Our initial focus... for Meta Al is really about building a great consumer
experience."

— Lori Goler, META Q4 2024

"Customers recognize to get the full benefit of generative Al, they have to move to
the cloud."

— Brian Olsavsky, AMZN Q4 2024
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%) Thinking...

Let me break down the analysis of Al computing demand across these major tech companies.
1: First, identify key metrics and quantitative data points from each company

Microsoft: $13B annual Al revenue run rate, 175% YoY growth
Google Cloud: 8x compute capacity vs 18 months ago

Meta: Planning almost 1 gigawatt capacity this year

Amazon: Triple-digit Al growth, $26.3B quarterly CapEx

2: Identify common themes across companies

All facing supply constraints

All making massive infrastructure investments
All seeing unprecedented demand growth

All discussing efficiency improvements

3: Organize key growth metrics and capacity plans into a table format The data shows clear
patterns of explosive demand growth coupled with supply constraints across all companies.
Need to highlight both the growth metrics and the infrastructure expansion plans. 4: Create a
visual representation of Al revenue/demand growth

5: Structure analysis into key themes:

Current Demand Levels
Infrastructure Investments
Supply Constraints
Efficiency Improvements



The organization by themes will help present a comprehensive picture of the Al computing
landscape across these companies.

Let me proceed with creating the final output based on this analysis.

All major tech companies report unprecedented demand for Al computing power, with supply
constraints limiting growth despite massive infrastructure investments. Companies are racing to
expand capacity while focusing on efficiency improvements to maximize existing infrastructure.

Key Metrics and Trends

Company Key Al Metrics Infrastructure Investment Supply Status

Microsoft ~ $13B annual Al revenue Doubled data center Al capacity constrained
run rate (+175% YoY) capacity in 3 years in Q3

Google 8x compute capacity vs 18 11 new cloud regions in Tight supply-demand
months ago 2024 situation

Meta 700M monthly active Al ~1 gigawatt capacity Building 2+ gigawatt Al
users planned for 2024 data center

Amazon Triple-digit Al growth YoY $26.3B quarterly CapEx Constrained by chip
supply

In-Depth Analysis

Unprecedented Demand Growth

All companies report exceptional demand for Al computing resources. Microsoft's Al business
has reached a $13 billion annual revenue run rate, growing 175% year-over-year. Google
Cloud reports customers now consume more than 8x the compute capacity for Al training and
inferencing compared to 18 months ago.

"Our Al business has now surpassed an annual revenue run rate of $13 billion, up
175% year-over-year."

— Satya Nadella, MSFT Q2 2025
Supply Constraints Limiting Growth

Despite massive investments, all companies face supply constraints. Amazon acknowledges
that Al growth is being moderated by capacity constraints:



"It is true that we could be growing faster, if not for some of the constraints on
capacity."

— Andrew Jassy, AMZN Q4 2024
Microsoft similarly notes capacity constraints:

"While we expect to be Al capacity constrained in Q3, by the end of FY '25, we
should be roughly in line with near-term demand given our significant capital
investments."

— Amy Hood, MSFT Q2 2025

Massive Infrastructure Investments

Companies are making unprecedented investments in Al infrastructure. Meta announced plans
for a massive Al data center:

"We're building a 2 gigawatt and potentially bigger Al data center that is so big that
it'll cover a significant part of Manhattan if it were placed there."

— Mark Zuckerberg, META Q4 2024
Amazon is maintaining a high level of capital expenditure:

"The vast majority of that CapEx spend is on Al for AWS... we spent $26.3 billion in
CapEx in Q4."

— Andrew Jassy, AMZN Q4 2024

Efficiency Improvements

Companies are focusing on improving efficiency to maximize existing infrastructure. Google
reports its data centers now deliver:

"Nearly 4x more computing power per unit of electricity compared to just 5 years
ago."

— Sundar Pichai, GOOGL Q4 2024
Microsoft notes significant efficiency gains:

"We have typically seen more than 2x price performance gain for every hardware
generation and more than 10x for every model generation due to software
optimizations."

— Satya Nadella, MSFT Q2 2025



Evidence

META: Q4 Earnings Call, 2025-01-29, Q4 2024

"l know it always feels like every year is a big year, but more than usual, it feels like
the trajectory for most of our long term initiatives is going to be a lot clearer by the
end of this year. So | keep telling our teams that this is going to be intense because
we have about 48 weeks to get on the trajectory that we want to be on. In Al, |
expect that this is going to be the year when a highly intelligent and personalized Al
assistant reaches more than 1,000,000,000 people, And | expect Meta Al to be that
leading Al assistant. Meta Al is already used by more people than any other
assistant. And once a service reaches that kind of scale, it usually develops a
durable long term advantage."

"a longer grind. But it's great overall to see people recognizing that these glasses
are the perfect form factor for Al as well as just great stylish glasses. These are all
big investments, especially the 100 of 1,000,000,000 of dollars that we will invest in
Al infrastructure over the long term. | announced last week that we expect to bring
online almost a gigawatt of capacity this year, and we're building a 2 gigawatt and
potentially bigger Al data center that is, so big that it'll cover a significant part of
Manhattan if it were placed there. We're planning to fund all of this by, at the same
time, investing aggressively in initiatives that use these Al advances to increase
revenue growth."

"And we've put together a plan that will hopefully accelerate the pace of these
initiatives over the next few years. That's what a lot of our new headcount growth is
going towards. And how well we execute on this will also determine our financial
trajectory over the next few years. There are a number of other important product
trends related to our family of apps that | think we're going to know more about this
year as well. We're going to learn what's going to happen with TikTok."

"We will also continue improving custom feeds so people can build personalized
feeds on topics they're interested in. Finally, Meta Al usage continues to scale with
more than 700,000,000 monthly actives. We're now introducing updates that will
enable Meta Al to deliver more personalized and relevant responses by
remembering certain details from people's prior queries and considering what they
engage with on Facebook and Instagram to develop better intuition for their
interests and preferences. Now to the 2nd driver of our revenue performance,
increasing monetization efficiency. The first part of this work is optimizing the level
of ads with an organic engagement.”

"And | can take the second question on pricing growth. So, first of all, what | would
say is over the long term, we think we have continued opportunity to drive revenue
growth across both pricing and impression growth, so both sort of supply and
demand dimensions. When we look at pricing, our reported growth can be



influenced by different factors such as supply, because of the option dynamics, by
the mix shift of the different types of services where ads show up, for example,
services like video or lower monetization efficiency, relatively speaking, and then of
course, you know, broader macro factors"

"l would add to that just to say we also haven't seen any noticeable impact from our
content policy changes on advertiser spend. So we're continuing to see strong
advertiser demand, again, particularly for Al powered tools that are helping, you
know, businesses maximize the value of their ad spend. So our commitment to
brand safety is unchanged, and we expect that we will invest in our suite of tools to
meet the needs of advertisers. On your second question in terms of monetizing
Meta Al, our initial focus, for Meta Al is really about building a great consumer
experience, and that's frankly where all of our energies are kind of directed to right
now"

"And on Facebook, you know, which is the 2nd largest driver of Meta Al
engagement, we're seeing strong engagement from our feed deep dives integration
that lets people ask Meta Al questions about the content, that is recommended to
them. So across, | would say, all query types, we continue to see signs that Meta Al
is helping people leverage our apps for new use cases. You know, we talked about
information gathering, social interaction, and communication. Lots of people use it
for humor and casual conversation. They use it for writing and editing, research
recommendations."

"Christa, we have time for one last question. And that question comes from the line
of Ross Sandler with Barclays. Please go ahead. Yeah. One for Mark on, agents.
So we all saw OpenAl's operator demo last week. So Mark, as the industry moves
from chat to agentic behavior and more commercial intent moves into these Al
products, | guess, how are you thinking about monetization potential for Meta Al?
And then how might Lamaphore reasoning help drive some of these new agentic
experiences for Meta Al? Thank you."

"l continue to think that this is going to be one of the most transformative products
that we've made and, we have some fun surprises that | think people are going to
like this year. | think this will very well be the year when Llama and open source
become the most advanced and widely used Al models as well. LAMA 4 is making
great progress in training. LAMA 4 Mini is done with pre training, and our reasoning
models and larger model are looking good too. Our goal with LAMA 3 was to make
open source competitive with closed models and our goal for LAMA 4 is to lead."

"LAMA 4 will be natively multimodal. It's an omni model and it will have AgenTek
capabilities. So it's going to be novel and it's going to unlock, a lot of new use
cases. And I'm looking forward to sharing more of our plan for the year on that over
the next couple of months. | also expect that 2025 will be the year when it becomes



possible to build an Al engineering agent that has coding and problem solving
abilities of you know, around a good mid level engineer."

"And this is going to be a profound milestone and potentially, you know, one of the
most important innovations in history, like as well as, over time potentially a very
large market. Whichever company builds this first, | think it's going to have a
meaningful advantage in deploying it to advance their Al research and shape the
field. So that's another reason why | think that this year is going to set the course for
the future. Our Ray Ban Meta Al Glasses are a real hit and this will be the year
when we understand the trajectory for Al glasses as a category. Many breakout
products in the history of consumer electronics have sold 5000000 to 10000000
units in their 3rd generation."

"This will be a defining year that determines if we're on a path towards many 100 of
millions and eventually billions of Al glasses and glasses being the next computing
platform like we've been talking about for some time or if this is just going to be"

MSFT: Q2 Earnings Call, 2025-01-29, Q2 2025

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Satya
Nadella Thank you, Brett. This quarter, we saw continued strength in Microsoft
Cloud, which surpassed $40 billion in revenue for the first time, up 21%
year-over-year. Enterprises are beginning to move from proof of concepts to
enterprise-wide deployments to unlock the full ROI of Al. And our Al business has
now surpassed an annual revenue run rate of $13 billion, up 175% year-over-year.
Before | get into the details of the quarter, | want to comment on the core thesis
behind our approach to how we manage our fleet and how we allocate our capital to
compute. Al scaling laws continue to compound across both pretraining and
inference time compute. We ourselves have been seeing significant efficiency gains
in both training and inference for years now."

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Satya
Nadella On inference, we have typically seen more than 2x price performance gain
for every hardware generation and more than 10x for every model generation due
to software optimizations. And as Al becomes more efficient and accessible, we will
see exponentially more demand. Therefore, much as we have done with the
commercial cloud, we are focused on continuously scaling our fleet globally and
maintaining the right balance across training and inference as well as geo
distribution. From now on, it's a more continuous cycle governed by both revenue
growth and capability growth thanks to the compounding effects of software-driven
Al scaling laws and Moore's Law. With that, | will walk through the progress we are
making across every layer of the tech stack."

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Satya
Nadella Azure is the infrastructure layer for Al. We continue to expand our data



center capacity in line with both near-term and long-term demand signals. We have
more than doubled our overall data center capacity in the last 3 years, and we have
added more capacity last year than any other year in our history. Our data centers,
networks, racks and silicon are all coming together as a complete system to drive
new efficiencies to power both the cloud workloads of today and the
next-generation Al workloads."

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Satya
Nadella Now on to Al platform and tools. As we shared last week, we are thrilled
OpenAl has made a new large Azure commitment. Through our strategic
partnership, we continue to benefit mutually from each other's growth. And with
OpenAl's APIs exclusively running on Azure, customers can count on us to get
access to the world's leading models. And OpenAl has a lot more coming soon, so
stay tuned. Azure Al Foundry features best-in-class tooling run times to build
agents, multi-agent apps, AlOps, API access to thousands of models. Two months
in, we already have more than 200,000 monthly active users, and we are well
positioned with our support of both OpenAl's leading models and the best selection
of open source models and SLMs."

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Amy Hood
Thank you, Satya, and good afternoon, everyone. This quarter, revenue was $69.6
billion, up 12%. Gross margin dollars increased 13% and 12% in constant currency,
while operating income increased 17% and 16% in constant currency. Earnings per
share was $3.23, an increase of 10%. We delivered another quarter of double-digit
top and bottom line growth. Results were driven by strong demand for our cloud
and Al offerings, while we also improved our operating leverage with
higher-than-expected operating income growth. As you heard from Satya, our Al
business annual revenue run rate surpassed $13 billion and was above
expectations. Commercial bookings increased 67% and 75% in constant currency
and were significantly ahead of expectations driven by Azure commitments from
OpenAl."

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Amy Hood
Microsoft Cloud revenue was $40.9 billion and grew 21%. Microsoft Cloud gross
margin percentage was 70%, in line with expectations and decreased 2 points
year-over-year, driven by scaling our Al infrastructure. Company gross margin
percentage increased slightly year-over-year to 69%, primarily driven by sales mix
shift to higher-margin businesses as well as improvement in gaming and search,
partially offset by the impact of scaling our Al infrastructure. Operating expenses
increased 5%, lower than expected, and operating margins increased 2 points
year-over-year to 45%. The better-than-expected margin expansion was driven by
delivering efficiencies across our businesses as we invest to scale Al infrastructure
and build Al applications."



"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Amy Hood
Next, the Intelligent Cloud segment. Revenue was $25.5 billion and grew 19% with
more unfavorable FX impact than expected. Excluding the unfavorable FX impact,
results in Azure non-Al services, on-prem server and enterprise and partner
services were slightly lower than expected, partially offset by better-than-expected
results in Azure Al services. Azure other cloud services revenue grew 31%. Azure
growth included 13 points from Al services, which grew 157% year-over-year, and
was ahead of expectations even as demand continued to be higher than our
available capacity."

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Amy Hood
Now back to total company results. Capital expenditures, including finance leases,
were $22.6 billion, in line with expectations, and cash paid for PP&E was $15.8
billion. More than half of our cloud and Al-related spend was on long-lived assets
that will support monetization over the next 15 years and beyond. The remaining
cloud and Al spend was primarily for servers, both CPUs and GPUs, to serve
customers based on demand signals, including our customer contracted backlog."

"MSFT - Earnings call Q2 2025 > Management Discussion > Speaker: Amy Hood In
Azure, we expect Q3 revenue growth to be between 31% and 32% in constant
currency driven by strong demand for our portfolio of services. As we shared in
October, the contribution from our Al services will grow from increased Al capacity
coming online. In non-Al services, healthy growth continues, although we expect
ongoing impact through H2 as we work to address the execution challenges noted
earlier. And while we expect to be Al capacity constrained in Q3, by the end of FY
'25, we should be roughly in line with near-term demand given our significant capital
investments."

"MSFT - Earnings call Q2 2025 > Question and Answer > Speaker: Amy Hood
Then we talked a little bit about Q3. And so we've talked about 31 to 32 after
publishing a 31 this quarter. Our Al results that we had felt good about and talked
about our ability to land that revenue is the same. So again, in Q3, we are working
from a pretty constrained capacity place, and that's no different than it was our
expectation to be in that position last October when | talked to you all. And when |
talk about being capacity constrained, it takes two things. You have to have space,
which | generally call long-lived assets, right? That's the infrastructure and the land
and then you have to have kits. We're continuing, and you've seen that's why our
spend has pivoted this way, to be in the long-lived investment. We have been short
power and space"

"MSFT - Earnings call Q2 2025 > Question and Answer > Speaker: Amy Hood
Thanks, Mark, for the question. Yes, that was, as we talked about, better than
expected. A couple of pieces to that, which you correctly identified, number one is
the Azure component we just talked about. And the second piece, you're right,
Microsoft Copilot was better. And what was important about that, we saw strength



both in seats, both new seats and expansion seats, as Satya talked about. And
usage doesn't directly impact revenue, but of course, indirectly does as people get
more and more value added. And also price per seat was actually quite good. We
still have a good signal for value. So those are the biggest pieces, Mark, of that sort
of outperformance in terms of our expectations."

"MSFT - Earnings call Q2 2025 > Question and Answer > Speaker: Satya Nadella
But then what's happening very much like what we have seen in these previous
generation productivity things is that people collaborate across functions, across
roles, right? For example, even in my own daily habit, it's | go to chat, | use Work
tab and get results, and then | immediately share using Pages with colleagues. |
sort of call it think with Al and work with people. And that pattern then requires you
to make it more of a standard issue across the enterprise. And so that's what we're
seeing. It starts maybe at a departmental level. Quickly, the collaboration network
effects will effectively demand that you spread it across. You can do it by cohort and
what have you"

AMZN: Q4 Earnings Call, 2025-02-06, Q4 2024

"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Andrew
Jassy Moving on to AWS. In Q4, AWS grew 19% year-over-year and now has a
$115 billion annualized revenue run rate. AWS is a reasonably large business by
most standards, and though we expect growth will be lumpy over the next few years
as enterprise adoption cycles, capacity considerations and technology
advancements impact timing, it's hard to overstate how optimistic we are about
what lies ahead for AWS' customers and business."

"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Andrew
Jassy | spent a fair bit of time thinking several years out. And while it may be hard
for some to fathom a world where virtually every app has generative Al infused in it,
with inference being a core building block just like compute, storage and database,
and most companies having their own agents that accomplish various tasks and
interact with 1 another, this is the world we're thinking about all the time. And we
continue to believe that this world will mostly be built on top of the cloud with the
largest portion of it on AWS."

"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Andrew
Jassy To best help customers realize this future, you need powerful capabilities in
all 3 layers of the stack. At the bottom layer for those building models, you need
compelling chips. Chips are a key ingredient in the compute that drives training and
inference. Most Al compute has been driven by NVIDIA chips, and we obviously
have a deep partnership with NVIDIA and will for as long as we can see into the
future. However, there aren't that many generative Al applications of large scale
yet."



"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Andrew
Jassy And when you get there, as we have with apps like Alexa and Rufus, cost
can get steep quickly. Customers want better price performance and it's why we
built our own custom Al silicon. Trainium2 just launched at our AWS re:Invent
Conference in December. And EC2 instances with these chips are typically 30% to
40% more price performant than other current GPU-powered instances available.
That's very compelling at scale."

"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Andrew
Jassy Several technically-capable companies like Adobe, Databricks, poolside and
Qualcomm have seen impressive results in early testing of Trainium2. It's also why
you're seeing Anthropic build their future frontier models on Trainium2. We're
collaborating with Anthropic to build Project Rainier, a cluster of Trainium2 Ultra
servers containing hundreds of thousands of Trainium2 chips. This cluster is going
to be 5x the number of exaflops as the cluster that Anthropic used to train their
current leading set of cloud models."

"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Brian
Olsavsky Moving next to our AWS segment. Revenue was $28.8 billion, an
increase of 19% year-over-year. AWS now has an annualized revenue run rate of
$115 billion. During the fourth quarter, we continued to see growth in both
generative Al and non-generative Al offerings as companies turn their attention to
newer initiatives, bring more workloads to the cloud, restart or accelerate existing
migrations from on-premise to the cloud, and tap into the power of generative Al."

"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Brian
Olsavsky Customers recognize to get the full benefit of generative Al, they have to
move to the cloud. AWS reported operating income of $10.6 billion, an increase of
$3.5 billion year-over-year. This is a result of strong growth, innovation in our
software and infrastructure to drive efficiencies, and continued focus on cost control
across the business. As we've said in the past, we expect AWS operating margins
to fluctuate over time, driven in part by the level of investments we're making.
Additionally, we increased the estimated useful life of our servers starting in 2024,
which contributed approximately 200 basis points to the AWS margin increase
year-over-year in Q4."

"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Brian
Olsavsky Now turning to our capital investments. As a reminder, we define these as
a combination of cash CapEx plus equipment finance leases. Capital investments
were $26.3 billion in the fourth quarter. And we think that run rate will be reasonably
representative of our 2025 capital investment rate. Similar to 2024, the majority of
the spend will be to support the growing need for technology infrastructure. This
primarily relates to AWS, including to support demand for our Al services as well as
tech infrastructure to support our North America and international segments.”



"AMZN - Earnings call Q4 2024 > Management Discussion > Speaker: Brian
Olsavsky Additionally, we're continuing to invest and capacity for our fulfillment and
transportation network to support future growth. We're also investing in same-day
delivery facilities and our inbound network as well as robotics and automation to
improve delivery speeds and to lower our cost to serve. These capital investments
will support growth for many years to come."

"AMZN - Earnings call Q4 2024 > Question and Answer > Speaker: Andrew Jassy
So I'll take both of those, this is Andy. On the CapEx side, as Brian mentioned
earlier, we spent $26.3 billion in CapEx in Q4. And | think that is reasonably
representative of what you could expect in annualized CapEx rate in 2025. The vast
majority of that CapEx spend is on Al for AWS. It's the way that AWS business
works and the way the cash cycle works is that the faster we grow, the more CapEx
we end up spending because we have to procure data center and hardware and
chips and networking gear ahead of when we're able to monetize it."

"AMZN - Earnings call Q4 2024 > Question and Answer > Speaker: Andrew Jassy |
think the second question you asked, Mark, is really around AWS growth and
whether this is being moderated down at all by supply chain constraints. It is hard to
complain when you have a multibillion-dollar annualized revenue run rate business
in Al, like we do, and it's growing triple-digit percentage year-over-year. It's hard to
complain. However, it is true that we could be growing faster, if not for some of the
constraints on capacity."

"AMZN - Earnings call Q4 2024 > Question and Answer > Speaker: Andrew Jassy
And they come in the form of, | would say, chips from our third-party partners, come
a little bit slower than before with a lot of midstream changes that take a little bit of
time to get the hardware actually yielding the percentage healthy and high-quality
servers we expect. It comes with our own big new launch of our own hardware and
our own chips and Trainium2, which we just went to general availability at re:Invent,
but the majority of the volume is coming in really over the next couple of quarters,
the next few months."

GOOG: Q4 Earnings Call, 2025-02-04, Q4 2024

"GOOGL - Earnings call Q4 2024 > Management Discussion > Speaker: Sundar
Pichai Thanks, Jim, and hello, everyone. We delivered another strong quarter in
Q4, driven by our leadership in Al and our unique full stack approach. We are
making dramatic progress across compute model capabilities and in driving
efficiencies. We are rapidly shipping product improvements and seeing terrific
momentum with consumer and developer usage. And we are pushing the next
frontiers from Al agents, reasoning and deep research to state-of-the-art video,
quantum computing and more. The company is in a great rhythm and cadence,
building, testing and launching products faster than ever before. This is translating
into product usage, revenue growth and results."



"GOOGL - Earnings call Q4 2024 > Management Discussion > Speaker: Sundar
Pichai Last quarter, | outlined the three areas of our differentiated full stack
approach to Al innovation. Our leading Al infrastructure, our world-class research,
including models and tooling, and our products and platforms that bring these
innovations to people at scale. First, Al infrastructure. Our sophisticated global
network of cloud regions and data centers provides a powerful foundation for us
and our customers, directly driving revenue. We have a unique advantage because
we develop every component of our technology stack, including hardware,
compilers, models and products. This approach allows us to drive efficiencies at
every level from training and serving to developer productivity."

"GOOGL - Earnings call Q4 2024 > Management Discussion > Speaker: Sundar
Pichai In 2024, we broke ground on 11 new cloud regions and data center
campuses in places like South Carolina, Indiana, Missouri and around the world.
We also announced plans for 7 new subsea cable projects strengthening global
connectivity. Our leading infrastructure is also among the world's most efficient.
Google data centers deliver nearly 4x more computing power per unit of electricity
compared to just 5 years ago. These efficiencies, coupled with the scalability, cost
and performance we offer are why organizations increasingly choose Google
Cloud's platform. In fact, today, Cloud customers consume more than 8x the
compute capacity for training and inferencing compared to 18 months ago. We'll
continue to invest in our Cloud business to ensure we can address the increase in
customer demand."

"GOOGL - Earnings call Q4 2024 > Management Discussion > Speaker: Sundar
Pichai First, Google Cloud. Our Al-powered cloud offerings enabled us to win
customers such as Mercedes-Benz, Mercado Libre and [ Servier ]. In 2024, the
number of first-time commitments more than double compared to 2023. We also
deepened customer relationships. Last year, we closed several strategic deals over
$1 billion, and the number of deals over $250 million doubled from the prior year.
Our partners are further accelerating our growth with customers purchasing billions
of dollars of solutions through our cloud marketplace.”

"GOOGL - Earnings call Q4 2024 > Management Discussion > Speaker: Sundar
Pichai We continue to see strong growth across our broad portfolio of Al-powered
cloud solutions. It begins with our Al hyper computer, which delivers leading
performance and cost across both GPUs and TPUs. These advantages help
Citadel with modeling markets and training and enabled Wayfair to modernize its
platform, improving performance and scalability by nearly 25%. In Q4, we saw
strong uptake of Trillium, our sixth-generation TPU, which delivers 4x better training
performance and 3x greater inference throughput compared to the previous
generation."

"GOOGL - Earnings call Q4 2024 > Management Discussion > Speaker: Anat
Ashkenazi Turning to the Google Cloud segment, which continued to deliver very



strong results this quarter. Revenue increased by 30% to $12 billion in the fourth
quarter, reflecting growth in GCP, across core GCP products, Al infrastructure and
generative Al solutions. Once again, GCP grew at a rate that was much higher than
cloud overall. Healthy Google Workspace growth was primarily driven by increase
in average revenue per seat. Google Cloud operating income increased to $2.1
billion and operating margin increased from 9.4% to 17.5%. We're pleased with the
work the cloud team is doing to deliver valuable solutions to customer and generate
revenue growth as well as its continued focus on driving efficiencies across the
cloud business."

"GOOGL - Earnings call Q4 2024 > Management Discussion > Speaker: Anat
Ashkenazi We're pleased with the momentum we're seeing in Al innovation and
monetization. We've been using Al to improve the performance of our ads business
for well over a decade, and cloud is generating billions in annual revenue from Al
infrastructure and generative Al solutions. We're also excited about the potential
through new experiences to users that will provide additional opportunities for
monetization. And | look forward to sharing more on our progress throughout the
year. Sundar, Philip and | will now take your questions."

"GOOGL - Earnings call Q4 2024 > Question and Answer > Speaker: Anat
Ashkenazi So we are in a tight supply-demand situation, working very hard to bring
more capacity online. As | mentioned, we've increased investment in CapEx in
2024, continue to increase in 2025, and we'll bring more capacity throughout the
year."

"GOOGL - Earnings call Q4 2024 > Question and Answer > Speaker: Eric Sheridan
I'll just ask one. Sundar with the news that came out of China a little over 2 weeks
ago, | think investors have been asking a lot of questions about the long-term cost
curve for Al, as Al moves from the infrastructure layer to the application layer, or
from training to inference and maybe even custom silicon becomes more dominant
across the team. | would love to get your perspective on your take on that news a
couple of weeks ago and what it might mean for Alphabet longer term?"

"GOOGL - Earnings call Q4 2024 > Question and Answer > Speaker: Sundar Pichai
And | would say both our 2.0 Flash models, our 2.0 Flash thinking models, they are
some of the most efficient models out there, including comparing to DeepSeek's [
V3 and R1]. And | think a lot of it is our strength of the full stack development end
to end optimization, our obsession with cost per query. All of that, | think, sets as
well for the workloads had both to serve billions of users across our products and
on the cloud side. A couple of things | would say are if you look at the trajectory
over the past 3 years, the proportion of the spend towards inference compared to
training has been increasing, which is good because, obviously, inferences to
support businesses with good ROIC. And so | think that trend is good."



"GOOGL - Earnings call Q4 2024 > Question and Answer > Speaker: Operator Your
next question comes from Michael Nathanson with MoffettNathanson."

"GOOGL - Earnings call Q4 2024 > Question and Answer > Speaker: Sundar Pichai
On the monetization side, obviously, for now, we are focused on a free tier and
subscriptions. But obviously, as you've seen in Google over time, we always want to
lead with user experience. And we do have very good ideas for native ad concepts,
but you'll see us lead with the user experience. And -- but | do think we're always
committed to making the products work and reach billions of users at scale. And
advertising has been a great aspect of that strategy. And so just like you've seen
with YouTube, we'll give people options over time. But for this year, | think you'll see
us be focused on the subscription direction."
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