
Statement of Purpose - Jeffrey Cheng 
I aim to conduct research addressing the transparency and accessibility issues of large language models 
(LLMs) – characterizing aspects of closed industry models and ensuring models and innovations remain 
computationally tractable. My existing work in this area, on examining knowledge cutoffs, has been 
honored by an Outstanding Paper award at the inaugural Conference on Language Modeling. As a PhD 
student at Princeton, I will continue to pursue a research agenda focusing on the relationship between 
pretraining data and model behavior and efficiency-reasoning tradeoffs during inference.  
 

Pretraining Data and Transparency 
Understanding the relationship between pretraining data and model behavior is crucial for improving 
LLMs in areas such as continued learning and memorization. Because pretraining datasets for closed 
models are often withheld for competitive and legal reasons, I am interested in reducing the transparency 
gap between open and closed models by measuring these relationships under the closed data setting. For 
my first NLP research project, I investigated the effects of data on the temporal alignment of various 
LLMs’ domain knowledge.  
 
In place of pretraining datasets, model providers often report a knowledge cutoff date. Logically, the 
model’s knowledge should be aligned to this cutoff. To test this assumption, we constructed time-varying 
datasets consisting of monthly versions of Wikipedia documents. We identified the model's alignment as 
the dates when the perplexity of the versions was minimized, and observed drastic misalignments between 
the model’s knowledge and the reported cutoff, often by periods of many years [1]. To verify our results, 
we indexed over four trillions tokens from open datasets and showed correlations between the distribution 
of versions in the datasets and the measured alignment of models trained on them. Though base LLMs are 
often augmented by retrieval systems, these temporal misalignments are still important considerations 
when resolving knowledge conflicts between parametric and nonparametric knowledge.  
 
Motivated by the results of this project, I am considering various future research directions, one of which 
is the effect of data order. Recent studies have shown that data quality matters during the cooldown phase 
of pretraining [2]; would it be possible to amend the knowledge misalignments by performing continued 
pretraining on recent versions? Another related direction is how to determine the text inside pretraining 
datasets. Even when the datasets are open, efficient querying requires the use of data structures such as 
bloom filters [3] or suffix arrays [4]. I am more interested in methods for the closed data setting such as 
membership inference attacks [5, 6] and adversarial prompting techniques [7]. 
 
Even though our method did not require access to a model’s underlying pretraining data to determine 
knowledge alignments, our results would not have been verifiable without open pretraining datasets. What 
other fundamental issues of LLMs remain undetected due to the lack of data transparency? In addition to 
providing me with a deeper understanding of pretraining pipelines and how to efficiently work with large 
amounts of data, this project reaffirmed my commitment to conduct research advocating for open 
science. 
 

 



 
Efficient Language Modeling and Accessibility 

LLMs perform better on reasoning tasks when prompted to “think step by step” [8]. However, these 
performance gains come at the cost of increased decoding latency due to the need to generate the tokens 
in the reasoning chain. Generating these extra tokens is expensive; the recent o1 reasoning traces provided 
by OpenAI are hundreds of times longer than the initial queries. Moreover, processing these reasoning 
chains often require prohibitively large amounts of memory due to the quadratic complexity of attention 
mechanisms. My second research project focused on making reasoning more accessible in models by 
investigating methods to generate compressed representations of the reasoning chains. 
 
Given a query, we obtained its reasoning chain and passed it through the model to select a learned subset 
of the hidden states to be its compressed representation. Treating the compressed representations as gold 
labels, we trained an adapter through teacher-forcing to autoregressively generate them. We then decoded 
the answer by conditioning on the unmodified query and generated representations. Our work shows that 
we can view reasoning through the lens of an efficiency-performance tradeoff. Rather than choosing 
between directly decoding an answer or generating the full reasoning chain, we can adaptively choose a 
desired balance by controlling the size of the selected subset [9]. 
 
This project inspires future research interests. Our project focused on generating representations that are a 
priori unknown; however, I am also interested in the many lines of work focusing on compressing known 
context [10, 11, 12]. Another interest of mine involves reasoning with embeddings and knowledge 
distillation [13, 14], as the compressed representations in this project constitute reasoning in continuous 
space. To this end, I am currently pursuing a project in improving the efficiency of character-based 
language models by clustering kernelized character embeddings.  
 
I believe techniques that balance performance and efficiency are important considerations for NLP 
research. They allow resource-limited devices to effectively allocate computational power and also enable 
scaling to larger datasets and models without needing additional hardware. I aim to continue doing 
research to make models more accessible to users and researchers without a large resource budget. 
 

PhD at Princeton and Beyond​  
 
I am excited about the opportunity to join the Princeton CS program as a PhD student. I would like to 
work with Prof. Danqi Chen on long-context modeling as well as data attribution. These areas are 
closely related to my interests in LLM efficiency. Prof. Karthik Narasimhan’s research in reasoning and 
efficient generation also intrigues me. Lastly, I am interested in Prof. Sanjeev Arora’s work in LLM 
reasoning and data-efficient finetuning. 

 
Ultimately, my goals are to work as a research scientist in industry or as a PI in an academic lab. With 
every release of a new LLM, I see these technologies becoming more widespread. Doing research with 
the potential for global impacts excites me. I want to be a part of the group ushering in the transition to 
the AI age – a transition not driven by profit, but instead by scientific curiosity and the common good. 
Pursuing a PhD at Princeton would be a tremendous next step in pursuing my goals.  
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