
Analysis Details

Details on Regression model predictors
In the multinomial model, we excluded any EA who gave more than one cause the “top cause”
rank. 403 respondents chose multiple top priority causes and were excluded from this analysis.
Running the regressions with or without these multi-responders did not appear to affect the
headline results, and only altered the probability of the effect of gender by less than 1%, but not
the direction or significance. Without these 403 observations, we created an outcome variable
for “top priority cause”. For the ordered model, we took the full set of observations and used a
five-point scale (ranging from (1) ‘I do not think any resources should be devoted to this cause’,
to (5) ‘This cause should be the top priority’), for each cause. As measures of engagement in
discussions, we created a variable of those who were members of the EA Facebook group, of
both LessWrong and the EA Forum, those who were members of only one of these, and those
who were members of neither. As a measure of diet, we looked at stated diets and grouped
them into “eat some meat”, “vegetarian”, and “vegan”. As measures of demographics we looked
at gender, race, education, and age (grouped into “13-17”, “18-24”, “25-34”, “35-44”, “45-54”,
“55-64”, and “65+”). Due to the small number of non-binary persons in the sample, it was not
appropriate to infer based on results. Therefore, we used a simple binary-gender where an EA
stated Male or Female. Race and education level were not powerful additions to the early
models. We looked at whether a person had said they had received coaching from 80,000
Hours or not, their career type (earning to give, direct work/non-profit/research/other), and their
educational discipline. Only 80,000 Hours coaching and certain academic disciplines appeared
to improve the model or add explanatory power. We also included a number of routes through
which individuals became involved in EA (dummy variables for Personal Contact, Local EA
Group, TLYCS, SSC, GWWC, 80,000 Hours, and Animal Charity Evaluators). Levels of income
and donation amounts didn’t offer explanatory power for cause preferences, but they are
discussed separately in our donations post. We also ran one model using the combined
Long-Term Future category (AI Risk, Nuclear Security, Biosecurity, Other X-risk).

Across all the 11 causes there were some predictors which violated the proportional odds
assumption for the Multinominal model. Using models where we relaxed the parallel lines
assumption didn't significantly increase the Pseudo R^2, hence the cautionary language around
our estimates and reliance more on descriptive stats.

https://forum.effectivealtruism.org/posts/SnE9FpArs2uXJsRtB/ea-survey-2018-series-donation-data


Regression Tables





Multinomial AMEs (largest, statistically significant effect sizes
only)

Ordinal Regression AMEs (largest, statistically significant effect
sizes only)



Details on MCA

We created a combined cause ranking of three levels (top, med, and low) for each cause,
and then ran a multiple correspondence analysis on factors of membership, involvement,
gender, diet, politics and career coaching, using the R library("FactoMineR"). The
proportion of variance explained by the first two synthetic axes was ~13% (see below). In
addition, the contribution of the the variables to the total inertia was examined (where the
reference line corresponds to the expected value if the contribution where uniform). For



both axes, the top 20 variables were among those likely to have a larger than average
impact on axis construction. Note that cause preference was not used for the determination
of the principal dimensions.






