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AI policy and security/safety introductory 
reading list 
This reading list is focused on AI policy from a security/safety perspective.  For reading lists 
from other perspectives see, for example, here, here or here. 
 
*** stars represent how high of a priority I give to a piece of content.  To add/remove 
recommendations, please email niel@80000hours.org 

Introduction 
●​ *** 80,000 Hours problem profile on positively shaping the future of AI 
●​ More informal and less dense alternative: Wait But Why Parts 1 and 2 

Newsletters 
●​ *** ImportAI by Jack Clark 
●​ *** Policy.ai by CSET 
●​ AI alignment newsletter by Rohin Shah 
●​ The Algorithm by MIT 
●​ ChinAI newsletter by Jeff Ding 
●​ AI.Westminster by Elliot Jones 
●​ EuropeanAI newsletter by Charlotte Stix 
●​ German language AI newsletter by Stiftung NV 

AI policy 
●​ *** AI Governance: Opportunity and Theory of Impact by Allan Dafoe 
●​ *** Why responsible AI development needs cooperation on safety by OpenAI 
●​ ** NSCAI final report 
●​ * Killer Apps by Paul Scharre 
●​ * CSET's policy reports series 
●​ * Malicious use of AI 
●​ * AI Governance: A Research Agenda by Allan Dafoe 
●​ * Deciphering China's AI dream by Jeff Ding 
●​ Understanding China's AI strategy by Greg Allen 
●​ How might AI affect the risk of nuclear war by RAND 
●​ Battlefield Singularity by Elsa Kania 
●​ Politics + AI readling list by Tim Dutton 
●​ AI governance career paths for Europeans by Stefan Torges 

https://docs.google.com/spreadsheets/d/1qtNGMB46GOwbkJUdVV9RPUNHbNkK9XW8rln48lAeEks/edit#gid=1101389930
https://cyber.harvard.edu/ethics-and-governance-ai-reading-list
https://github.com/rockita/criticalML
mailto:niel@80000hours.org
https://80000hours.org/problem-profiles/positively-shaping-artificial-intelligence/
https://waitbutwhy.com/2015/01/artificial-intelligence-revolution-1.html
https://waitbutwhy.com/2015/01/artificial-intelligence-revolution-2.html
https://us13.campaign-archive.com/home/?u=67bd06787e84d73db24fb0aa5&id=6c9d98ff2c
https://cset.georgetown.edu/media/policy_ai/
https://rohinshah.com/alignment-newsletter/
https://go.technologyreview.com/newsletters/the-algorithm/
https://chinai.substack.com/
https://mailchi.mp/e9c4303fce5b/aiwestminster
https://us19.campaign-archive.com/home/?u=eaeece823e606d2458a568db9&id=b32cc2b876
https://www.stiftung-nv.de/de/newsletter
https://forum.effectivealtruism.org/posts/42reWndoTEhFqu6T8/ai-governance-opportunity-and-theory-of-impact
https://openai.com/blog/cooperation-on-safety/
https://reports.nscai.gov/final-report/table-of-contents/
https://www.foreignaffairs.com/articles/2019-04-16/killer-apps
https://cset.georgetown.edu/reports/
https://arxiv.org/pdf/1802.07228.pdf
https://www.fhi.ox.ac.uk/wp-content/uploads/GovAIAgenda.pdf
https://www.fhi.ox.ac.uk/wp-content/uploads/Deciphering_Chinas_AI-Dream-1.pdf
https://www.cnas.org/publications/reports/understanding-chinas-ai-strategy
https://www.rand.org/pubs/perspectives/PE296.html
https://s3.amazonaws.com/files.cnas.org/documents/Battlefield-Singularity-November-2017.pdf?mtime=20171129235805
https://docs.google.com/document/d/1pre7zl03nVmAX3KA_S5OCqJC9op99rDxWOpGdcfeoYo/edit
https://docs.google.com/document/d/1aqbuGfB88LPb2nrEQKmOiXWew3qnyI4kS7l42947jzM/edit#heading=h.3euk6vtkutzy
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AI safety 
●​ *** Human Compatible by Prof. Stuart Russell 
●​ ** Concrete problems in AI safety [summary, podcast] 
●​ * Building safe AI by the DeepMind safety team 
●​ * AI alignment research overview by Jacob Steinhardt 
●​ * Chris Olah's views on AGI safety 
●​ Buck's AI safety reading list 

AI technology trajectory speculation 
●​ * When will AI exceed human performance by Grace, et al.  
●​ * The Precipice chapter on AI, by Toby Ord 
●​ * AI and compute by OpenAI  

○​ Reinterpreting AI and compute by Ben Garfinkel 
●​ Takeoff speeds by Paul Christiano 

○​ Likelihood of discontinuous progress around the development of AGI by AI 
Impacts 

○​ I haven't seen good write-ups in response to these two articles, but I found the 
discussion in the comments here useful.  To dive deeper see this reading list.   

Working in the field 
●​ *** The case for building expertise to work on US AI policy by Niel Bowerman 
●​ ** Preparing for federal jobs 
●​ * Guide to working in AI policy and strategy by Miles Brundage (this is now somewhat 

out of date, but still valuable) 
●​ Personal thoughts on careers in AI policy and strategy by Carrick Flynn 
●​ Webinar on getting hired into policy roles by Georgetown School of Foreign Service 

Careers Service 

Understanding machine learning 
●​ * AI reading list by Vishal Maini 

Podcasts 
●​ 80,000 Hours podcasts 

○​ ** Allan Dafoe 
○​ ** Helen Toner 
○​ ** Brain Christian 
○​ * Ben Garfinkel on scrutinising classic AI risk arguments 
○​ * Miles Brundage 
○​ * Paul Christiano: 1 and 2 

https://www.amazon.com/Human-Compatible-Artificial-Intelligence-Problem-ebook/dp/B07N5J5FTS
https://arxiv.org/pdf/1606.06565.pdf
https://futureoflife.org/2018/06/26/a-summary-of-concrete-problems-in-ai-safety/
https://soundcloud.com/futureoflife/concrete-problems-in-ai-safety-with-dario-amodei-and-seth-baum
https://medium.com/@deepmindsafetyresearch/building-safe-artificial-intelligence-52f5f75058f1
https://docs.google.com/document/d/1FbTuRvC4TFWzGYerTKpBU7FJlyvjeOvVYF2uYNFSlOc/edit#
https://www.lesswrong.com/posts/X2i9dQQK3gETCyqh2/chris-olah-s-views-on-agi-safety
https://docs.google.com/document/d/1LvmP6OOcGSRsy1jAWC3Gg5plbvHwH642QUjddL-KKh0/edit
https://arxiv.org/abs/1705.08807
https://docs.google.com/forms/d/e/1FAIpQLSdXKyijGIHtZc08QtoOvI7xhFYIoGx1nFLjVgiV6ePkGLwjnw/viewform
https://openai.com/blog/ai-and-compute/
https://aiimpacts.org/reinterpreting-ai-and-compute/
https://sideways-view.com/2018/02/24/takeoff-speeds/
https://aiimpacts.org/likelihood-of-discontinuous-progress-around-the-development-of-agi/
https://www.lesswrong.com/posts/PzAnWgqvfESgQEvdg/any-rebuttals-of-christiano-and-ai-impacts-on-takeoff-speeds
https://docs.google.com/document/d/1RPs_RoRP3BxdxWGusmlNui99Mhk7UU-YNtRFN8bhryw/edit#
https://80000hours.org/articles/us-ai-policy/
https://docs.google.com/document/d/1uLBi1gow9Y0MIt88lK55am3SU8CX2IQ7f2JAUqB4B3Y/edit
https://80000hours.org/articles/ai-policy-guide/
https://forum.effectivealtruism.org/posts/RCvetzfDnBNFX7pLH/personal-thoughts-on-careers-in-ai-policy-and-strategy
https://www.youtube.com/watch?time_continue=160&v=-3aPuu4qDlY&feature=emb_logo
https://medium.com/machine-learning-for-humans/ai-reading-list-c4753afd97a
https://80000hours.org/podcast/episodes/allan-dafoe-politics-of-ai/
https://80000hours.org/podcast/episodes/helen-toner-on-security-and-emerging-technology/
https://80000hours.org/podcast/episodes/brian-christian-the-alignment-problem/
https://80000hours.org/podcast/episodes/ben-garfinkel-classic-ai-risk-arguments/
https://80000hours.org/podcast/episodes/the-world-desperately-needs-ai-strategists-heres-how-to-become-one/
https://80000hours.org/podcast/episodes/paul-christiano-ai-alignment-solutions/
https://80000hours.org/podcast/episodes/paul-christiano-ai-alignment-solutions/
https://80000hours.org/podcast/episodes/paul-christiano-a-message-for-the-future/
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○​ * Tom Kalil 
○​ * Jeff Ding 
○​ Katja Grace 
○​ OpenAI 

●​ Cyberlaw podcast 
○​ Miles Brundage and Shahar Avin 
○​ Michael Page 

●​ CNAS 
○​ Helen Toner and Jack Clark 
○​ Strategic Competition in the age of AI 

●​ Y-Combinator podcast 
○​ Miles Brundage and Tim Hwang 

Meta-learning 
●​ * Michael Nielsen on how to learn new fields with Anki 

Further reading 
●​ * Coursera course on Neural Networks and Deep Learning by Ng, et al. 
●​ Global Politics of AI reading list by Dafoe, et al. 
●​ List of books about disasters, near-misses, and the people who prevented them 
●​ AI and International Security Syllabus by Remco Zwetsloot 
●​ CNAS AI and Global Security reading list 
●​ China and AI reading list by Jeff Ding 
●​ Center on Human-compatible AI bibliography for lots of technical AI safety reading 

 

https://80000hours.org/podcast/episodes/tom-kalil-government-careers/
https://80000hours.org/podcast/episodes/jeffrey-ding-china-ai-dream/
https://80000hours.org/podcast/episodes/katja-grace-forecasting-technology/
https://80000hours.org/podcast/episodes/openai-askell-brundage-clark-latest-in-ai-policy-and-strategy/
https://www.lawfareblog.com/cyberlaw-podcast-interview-miles-brundage-and-shahar-avin
https://www.lawfareblog.com/cyberlaw-podcast-interview-michael-page
https://soundcloud.com/cnasdc/tech-podcast-paul-helen-jack
https://www.cnas.org/publications/podcast/strategic-competition-in-an-era-of-artificial-intelligence
https://www.stitcher.com/podcast/y-combinator/e/54236250?autoplay=true
http://augmentingcognition.com/ltm.html
https://www.coursera.org/learn/neural-networks-deep-learning?specialization=deep-learning
https://www.allandafoe.com/aireadings
https://80000hours.org/2019/04/career-advice-i-wish-id-been-given-when-i-was-young/#fn-1
https://docs.google.com/document/d/1CzKToVRFkrr6E3UtUQLM4Etk5iMdaM_VGFNX2AQtsAE/edit
https://www.cnas.org/artificial-intelligence-and-global-security-reading-list
https://www.fhi.ox.ac.uk/wp-content/uploads/China-AI-Syllabus-1.pdf
https://humancompatible.ai/bibliography
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