
12:30 pm Central 
URL: https://unl.zoom.us/j/183382852 
Phone: +1 669 900 6833  or +1 408 638 0968  or +1 646 876 9923 
Meeting ID: 183 382 852 (password required) 

Operations Meeting April 11, 2025 
Attendees: Jeff D, Ashton, Huijun, John 
Apologies:  

Fires 
●​  

Announcements 
●​ Jeff D is on Freshdesk triage next week, Derek is up the following week 

Nebraska (Derek, John, Huijun, Ashton)  
●​ GRACC 

○​ Disaster recovery exercise for GRACC scheduled ~Feb 2025 Moved to March, 
at earliest 

●​ OASIS 
○​  

●​ OSG Status Page (https://status.opensciencegrid.org/) 
○​  

●​ Check_MK - Alerting 
○​  

●​ CVMFS origin 
○​  

●​ XRootD monitoring collector 
○​ New Message bus deployed on tiger, next step is to configure things to talk to it. 

●​ CVMFS Singularity sync 
●​ Other: 

Madison (Brian Lin, Jeff Peterson, Jason) 
●​ Harbor flapping due to too too full OSN s3 backup for postres backups 
●​ Had to remove central Grafana db due to bug in 9.x → 10.x upgrade 
●​ How can I set the scitokens issuer cache length? 

 

https://unl.zoom.us/j/183382852
https://status.opensciencegrid.org/


Chicago/Collaborations (Pascal) 
●​  

Michigan (Shawn)  
●​ Waiting to renew the data to transport to Opensearch and FNAL tape 

 

UCSD (Jeff, Fabio) 

OSDF: 
●​  

Hosted CEs 
●​ Ashton is working on  restricting IP access to CEs from factories only (k8s cluster IPs, 

CERN, FNAL) 
○​ Pushing the change to all CEs 

●​ Upgraded Spark to 24 series 
○​ This is going on in parallel to the above 

GWMS Factory 
●​ Upgraded K8s prod factories to 3.11 series Tues Apr 8 
●​ Tempest factory: need to register remaining FEs to it 

AOB 
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