How to setup your vm policy for vsan storage
Jing, mgjing@gamail.com

You can use this knowledge to setup the storage policy for your VM.

Command
[vCenter] -> [Rules and Profiles] -> [VM Storage Policies]

Note
e So when you define stripe width, make sure you also define “failures to tolerate”.
Otherwise, you will got "failures to tolerate = 0" and "no mirror copied = RAID 0"
policy.
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Change the Storage Policy on the Fly (ref)

Number of Failure to tolerate = 1, Number of disk stripes per object =0
e & host fif RAID 1 EIF &iEh tolerate
e esxi host {2 ERIFERE A stripe 77ER
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(ref)
IOPS for each HDD on the esxi host does not enough

The admin then notices that the virtual machine deployed on their VSAN is getting a 90%
read cache hit rate. This implies that 10% of reads need to be serviced from HDD. At peak
time, this VM is doing 2000 read operations per second. Therefore, there are 200 reads that
need to be serviced from HDD (the 10% of reads which are cache misses). The specifications
on the HDDs imply that each disk can do 150 iops, meaning that a single disk cannot service
these additional 200 iops. To meet the 1/0 requirements of the VM implies that a stripe width
of two disks should be implemented.

[vsan, cache status] How to determine the vsan cache status -- write through/write back, hit
rate? (view)
Change the Policy
Number of Failure to tolerate = 1, Number of disk stripes per object = 2
e 5 host i RAID 1 IR &i % tolerate
e esxi host #EERIEEREM stripe 2 (EMEEML RAID 0) 725,180 iops &E
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Why additional witness components? (ref)

In order for a VM to continue to access all its components when changing the policy,
greater than 50% of the components of that objects must still be available in the
cluster. Therefore changes to the VM Storage Policy could result in additional witness
components being created

Verification
[vCenter] -> [VM] -> [Manage] -> [Storage Service Levels]

before
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