
 The OTHER AI Alignment Problem: Mesa-Optimizers and Inner Alignment

The paper Risks from Learned Optimization in Advanced Machine Learning Systems makes 
the distinction between inner and outer alignment: Outer alignment means making the 
optimization target of the training process (“outer optimization target”, e.g., the loss in 
supervised learning) aligned with what we want. Inner alignment means making the 
optimization target of the trained system (“inner optimization target”) aligned with the 
outer optimization target. A challenge here is that the inner optimization target does not 
have an explicit representation in current systems, and can differ very much from the outer 
optimization target (see for example Goal Misgeneralization in Deep Reinforcement 
Learning). 

See also this post for an intuitive explanation of inner and outer alignment. 

Alternative phrasings 

●​ What types of misalignment are there? 

Related 

●​  What is outer alignment?
●​  What is inner alignment?
●​  What is "Goal misgeneralization"?
●​  What is "reward misspecification"?

 

https://www.youtube.com/watch?v=bJLcIBixGj8
https://docs.google.com/document/d/1TngYrhEFdLUBQ3_HUOlDfTn03DVhGprPF_mVZJ_Ua8k/edit?pli=1
https://docs.google.com/document/d/1MDMWZC8gA8CIbG5e34yhMuJOEIUCIjhXGlpIT_e32Gk/edit#
https://docs.google.com/document/d/1CQwNxM4Pv6e7R5oxV9yj9Q1QqZxIVlJwFW8h372uXfI/edit
https://docs.google.com/document/d/1ggsqZgufa0j5xno2XY8p7DeW-2Gln50R-nvpRksXN3U/edit
https://arxiv.org/abs/1906.01820
https://arxiv.org/abs/2105.14111
https://arxiv.org/abs/2105.14111
https://astralcodexten.substack.com/p/deceptively-aligned-mesa-optimizers
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