
We say an AI is “hallucinating” (also known as “confabulating”1) when it makes up 
plausible-sounding but false information in response to a query.  
 

 
Caption: (Source.) The name is correct, but the record time and date are wrong, and Wandratsch’s 

crossing was done by swimming, rather than walking (or any combination of the two). 
 
As of 2025, even the most powerful LLMs still hallucinate sometimes, though they seem to 
hallucinate less than past LLMs. 
 
One technique used to mitigate hallucinations is RAG (retrieval-augmented generation). 

Alternative phrasings 
●​  

 

Related 

●​  What is Retrieval-Augmented Generation (RAG)?
 

 

1 While the phenomenon has historically usually been called “hallucination”, “confabulation” is arguably 
the more accurate term, as it just means “making up a story” and doesn’t imply that the AI is reporting 
false sensory experiences. 

https://docs.google.com/document/d/1EFwF9zpnKU4EwSm_4a0crxf2uA2PABpSxOgRYxNn94I/edit
https://en.wikipedia.org/wiki/Hallucination_(artificial_intelligence)
https://www.app.got-it.ai/post/understanding-llm-hallucinations
https://github.com/vectara/hallucination-leaderboard
https://docs.google.com/document/d/1EFwF9zpnKU4EwSm_4a0crxf2uA2PABpSxOgRYxNn94I/edit
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10619792/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10619792/
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