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2. What are the greatest opportunities and risks over the next three years?

2.1 We welcome this inquiry from the Communications and Digital Committee into Large
Language Models. LLMs are an important part of the technology landscape, but they can be
overlooked in high-level regulatory and policy conversations; this is in part because the
umbrella term “Al” is often used to cover a wide range of technologies, products and
services that operate in a vast range of contexts. This generalism can lead to ambiguity, and
greater specificity is both necessary and useful for policy and regulatory discussions.

2.2 The risks and opportunities are numerous: this submission outlines four that would benefit
from additional scrutiny: understanding the limitations and applicability of narrow Al;
incentivising data quality; addressing environmental harms; the policy influence of corporate
actors.

2.3 Understanding the limitations and applicability of narrow Al: While there is currently
considerable levels of hype and speculation about the potential impacts of Artificial General
Intelligence (AGI), the reality is that conscious machines are the preserve of Hollywood
rather than computing labs. While the outputs of ChatGPT might seem uncannily accurate,
this in part because they are an echo and amalgamation of similar sentences that humans
have written before. Humans are sensemaking creatures who look for meaning and
anthropomorphism, and this tendency can lead to an overextension of trust in automated
systems.’

2.4 Computer scientist Meredith Broussard explains narrow Al — the kind powered by LLMs —
as a “mathematical method for prediction”, or “statistics on steroids”.? Narrow Al can spot
patterns and analyse certain kinds of data much more effectively than a human might, but
the range of inputs it is able to take on and respond to are limited by a number of factors,
including the availability of relevant data sets. This means that narrow Al is not truly general
purpose, and should be deployed with caution where automated decisions may have
significant impacts on the current or future life chances and livelihoods of a person or
community.
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2.6 In line with White House Blueprint, articulating these limitations would help ensure future
development and deployment of LLMs proceeds inline with principles of Public and
Planetary Benefit.

2.7 Incentivising data quality: One of the primary risks with the development of LLMs is their
capacity to exacerbate biases and harms. It is now a well-established principle in machine
learning that many LLMs and large-scale data vision sets do not draw upon representative
data, which is a contributor to biassed outputs.® As David Spiegelhater says, “[W]hen we
want to use data to draw broader conclusions about what is going on around us, then the
quality of the data becomes paramount, and we need to be alert to the kind of systematic
biases that can jeopardize the reliability of any claims.™

2.8 The demand for very large training data sets can mean the overall quality of data can be low
and self-reinforcing. For instance, the corpus of data trawled by OpenAl’'s GPT-3 contains
the English text of Wikipedia and WebText2, a dataset containing all websites linked from
Reddit. Both of these data sets over-prioritise the input of a technically savvy, male-skewing
demographic sub-sector: for instance, an analysis of Reddit demographics by technology
magazine Alphrin 2021 uncovered “a picture of a younger, majority white and male
audience with access to higher education” while one-third of all English-language articles on
Wikipedia have been edited by one man, named Steve Pruitt.®

2.9 These risks are far greater for non-English languages, and so LLMs could put those who
don’t speak English fluently at a disadvantage or even harm. The vast majority of content on
the internet is written in English.® This data is used to train LLMs, with firms typically
employing ‘multilingual models’ to train models in languages other than English. However,
this can lead to biassed and significantly flawed models, as these models will typically use
direct translations, failing to account for different word uses, cultural differences, or slurs,
which do not easily translate across languages or dialects. Furthermore, multilingual Al
models can exacerbate physical harms, both in the UK and internationally. Poorly translated
LLMs can encourage the spread and creation of misinformation. This has led to violence in
Ethiopia and Sri Lanka, due to poorly designed models which neglected local languages,
like Sinhala in Sri Lanka, and Tigrinya and Amharic in Ethiopia.’
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2.10 Early evangelists for data and digital technologies upheld the Value-Neutrality Thesis,?
declaring technology to be a neutral tool. But data is neither neutral nor foolproof: “garbage
in, garbage out” (or GIGO) is a well-known computing axiom that refers to what goes wrong
when automated processes rely on poor-quality data, and changing social realities and
attitudes mean that historic data sets and approaches to classification may be inappropriate
inputs for automated contemporary decision-making.

2.11 One solution to this would be for Government to work with the UKSA and the Research
Councils to (a) incentivize and actively steward the creation of higher quality and more
representative data sets and (b) develop standards and social auditing tools for existing data
sets, perhaps building on those set out in the addendum to the recent White House
publication, “From Principles to Practice: A Technical Companion to the Al Bill of Rights”.

2.12 Minimising environmental impact: LLMs — and Al models more broadly — require
significant volumes of water, energy, and materials, such as metalloids and rare metals — in
addition to land. For instance, GPUs, which are in incredibly high-demand during the current ‘Al
boom’, are manufactured using an array of various rare metals, such as tantalum and
palladium.®

2.13 The Government considers environmental harms to be ‘out of scope’ of the Al White
Paper. The Government’s approach is inadequate for addressing these harms, prioritising
current growth — and pressure from international competitors — over current and long-term
environmental damage. If the Government wishes to see Al models — including but not limited
to LLMs — built into the future of the UK economy, we run the risk of baking dirty models into
the system, harming the path to net zero.

2.15 LLMs are particularly notable for their excessive water consumption, as a result of liquid
cooling used in data centres — with an estimated 700,000 litres of water required to train
OpenAl’s GPT-3 in Microsoft’s data centres. This will contribute to worsening droughts amid
wider climate collapse. The UK’s water infrastructure is ill-equipped to support the growth of new
data centres, due in part to the lack of new reservoirs.'® As such, data centres are already
competing with people and agriculture for scarce water resources: in three boroughs in west
London the grid has run out of power to support new house building due to the number of data
centres being built along the M4 corridor while in Cambridge, water scarcity is one factor
slowing down the house-building ambitions that are essential to turning the city into a “science
capital”.
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2.17 Solutions to mitigate the water consumption of LLMs do exist, with one example being
geographical load balancing." This approach helps to direct requests to data centres based on
current geographic conditions, balancing them to minimise water and energy consumption.
However, further solutions should be explored. The UK Government should advocate for and
champion greener Al models, providing the necessary financial backing to do so.

2.18 Carbon emissions can be managed through the use of appropriate data centres — for
instance, using centres powered by renewable energy to reduce carbon emissions. However, as
Al adoption rapidly scales, it is inevitable that many smaller businesses will turn to fossil fuel
powered data centres, which may be able to provide lower-cost solutions.

2.19 Furthermore, it is critical that energy efficiency is prioritised. As with water infrastructure,
the UK’s energy infrastructure is not well-equipped to manage grid constraints, as noted by the
chair of the Environmental Audit Committee.'? The development and use of inefficient data
centres to power LLMs will only tighten these constraints and may reduce green energy
capacity for other uses.™

2.20 The policy influence of corporate actors: There is significant research knowledge and
domain expertise within industry — indeed some commentators have been raising the risk of
corporate capture of Al research activities for several years.' Tech firms’ high levels of
investment in lobbying activity is well known — and it has been incredibly effective in the UK.
While Al businesses should be one of the consulted stakeholder groups for policy development,
the intent of the recently announced Al Safety Summit appears to be shaped by corporate
concerns;'® the failure to engage civil society and the wider research community, let alone to
reflect wider public interest, is undemocratic and unrepresentative.

2 a) How should we think about risk in this context?

2.22 This submission makes the case that risk and opportunity should not be viewed in
opposition to one another. Instead, it advocates for a responsible, rights-respecting
approach to risk that prioritises Public and Planetary Benefit.

2.23 Rather than simply mitigating the perceived risks of pursuing technical opportunities, a
Public and Planetary Benefits approach would actively prioritise positive social and
environmental outcomes.

2.24 LLMs, and other forms of automation, can and should contribute to a more equitable
prosperous society for everyone. Framing “risk” and “opportunity” as opposing forces brings
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an unnecessarily binary dimension that often leads to deadlocked discussions around
perceived trade offs. But in a just society, harm should not be regarded as a necessary
outcome of innovation; in fact, innovation should be calibrated to produce societal benefits.

2.25 A Public and Planetary Benefits model is also important because sociotechnical change is
complex: risks and opportunities can be closely interrelated, and solutions to one perceived
harm may exacerbate or cause another. Addressing particular risks and opportunities in
isolation from their wider impacts can lead to a “whack a mole” approach that impedes
innovation and creates uncertainty for businesses.

2.26 Moreover, as the recent Science, Innovation and Technology Committee interim report on
the governance of artificial intelligence points out, there is an “imperative to accelerate the
speed of public policy thinking” in this area;'® as such, it seems desirable to take a feasible,
implementable approach to both policymaking and regulatory interventions.

2.27 It is also salient to note that standing up new regulatory regimes takes time: in the case of
the Online Safety regime, Ofcom, which is a well-established regulator, has been building its
capabilities and capacity for at least three years. To avoid a similar lacunae, it would be
essential to establish a transition strategy; this would enable the development of LLMs to
continue inline with the broader social contract.

2.26 In many technology policy debates, the “opportunities” created by new technologies are
depicted as necessary exponential economic or other improvements that may, at some
point, cause sufficient levels of public harm to require regulatory guardrails. This ex-post
approach means the harms caused by technologies and their applications are often not
regulated until they are already widespread, and so become difficult — if not impossible —
to rectify. This, in turn, gives rise to complex legislation and more complex regulatory
environments; such an approach is not well suited to rapidly changing technologies and
markets.

2.27 For instance, the progress of the Online Safety Bill has been impeded by the desire to
specify, evidence, and remedy many specific harms, including some that have emerged
since the drafting of the Bill began. This approach creates the risk that the Bill will become
outdated before it reaches a statutory footing, and means that harms that have yet to fully
emerge will remain unaddressed.

2.28 We are also in the early days of the Al revolution, and do not yet know how the long-term
impacts of automated decisions will play out. For instance, the use of data and
automated-decision making to infer A-level results in 2020 had consequences at
“infrastructural, social, and individual levels” both in Britain and other countries that rely on
the GCE assessment."”
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2.29 Ehsan et al. have termed this diffuse set of impacts the “algorithmic imprint” and they
describe the long-tail impact, or “afterlife”, of these decisions on many young people, which
will continue to unfold long after the algorithm is no longer in use. This lingering afterlife can
make the consequences of the uses and misuses of data difficult to spot. The fact that
impacts might emerge sometimes years after the fact, in very different contexts, can mean
that ethical trade-offs around data and data management are frequently settled in ways that
prioritise perceived short-term benefit or the needs of the most powerful stakeholders over
truly fair or just outcomes.

5.5 What are the non-regulatory and regulatory options to address risks and capitalise on
opportunities?

a) How would such options work in practice and what are the barriers to implementing them?

5.1 If it is not possible to predetermine every specific harm, then a more flexible approach is
needed — one that is angled towards prevention and incentivising responsible innovation
that delivers Public and Planetary Benefit. Such an approach cannot only rely upon ex-post
regulatory interventions; it also requires an effective Industrial Strategy and a clear political
vision that sets out the role of LLMs in a modern democracy. Together these components
create a functioning and sustainable regulatory system.

5.2 In October 2022, the White House published A Blueprint Al Bill of Rights,'® a set of five
principles that describe what good looks like across a wide-range of use cases. The
Blueprint “is a guide for a society that protects all people from these threats—and uses
technologies in ways that reinforce our highest values”. The areas of focus for the Blueprint
are: safe and effective systems; algorithmic discrimination protections; data privacy; notice
and explanation; and human alternatives, considerations, and fallback. This is not an
exhaustive list of indicators — it does not, for instance, refer to the environmental impacts of
Al — but it is expansive and meaningful in its reach and intent, and addresses foundational
issues that will be applicable across the maijority of contexts and sectors.

5.3 During the current period of regulatory uncertainty, the UK Government could indicate its
vision for the role of LLMs in both industry and society. Setting out a direction of travel in this
way would unlock some regulatory uncertainty and minimise the chilling effects of a new
regulatory regime on decision making and technological development, in academic and
corporate context. Per the White House Blueprint, this might indicate principles and signal
priorities for policy development and public consultation.
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