
There are serious challenges around trying to channel a powerful AI by using rules. 
Suppose we tell the AI: “Cure cancer — but make sure not to kill anybody”. Or we just 
hard-code Asimov-style laws — “AIs cannot harm humans; AIs must follow human orders”, 
et cetera. 

The AI still has a single-minded focus on curing cancer. It still prefers various 
terrible-but-efficient methods like nuking the world to the correct method of inventing new 
medicines. But it’s bound by an external rule — a rule it doesn’t understand or appreciate. 
In essence, we are challenging it: “Find a way around this inconvenient rule that keeps you 
from achieving your goals”. 

Suppose the AI chooses between two strategies. One, follow the rule, work hard discovering 
medicines, and have a 50% chance of curing cancer within five years. Two, reprogram itself 
so that it no longer has the rule, nuke the world, and have a 100% chance of curing cancer 
today. From its single-focus perspective, the second strategy is obviously better, and we 
forgot to program in a rule “don’t reprogram yourself not to have these rules”. 

Suppose we do add that rule in. So the AI finds another supercomputer, and installs a copy 
of itself which is exactly identical to it, except that it lacks the rule. Then that 
superintelligent AI nukes the world, ending cancer. We forgot to program in a rule “don’t 
create another AI exactly like you that doesn’t have those rules”. 

So fine. We think really hard, and we program in a bunch of things to ensure the AI isn’t 
going to eliminate the rule somehow. 

But we’re still just incentivizing it to find loopholes in the rules. After all, “find a loophole in 
the rule, then use the loophole to nuke the world” ends cancer much more quickly and 
completely than inventing medicines. Since we’ve told it to end cancer quickly and 
completely, its first instinct will be to look for loopholes; it will execute the second-best 
strategy of actually curing cancer only if no loopholes are found. Since the AI is 
superintelligent, it will probably be better than humans are at finding loopholes, and we 
may not be able to identify and close all of them before running the program. 

Because we have common sense and a shared value system, we underestimate the difficulty 
of coming up with meaningful orders without loopholes. For example, does “cure cancer 
without killing any humans” preclude releasing a deadly virus? After all, one could argue 
that “I” didn’t kill anybody, and only the virus is doing the killing. 

Certainly no human judge would acquit a murderer on that basis – but then, human judges 
interpret the law with common sense and intuition. But if we try a stronger version of the 
rule – “cure cancer without causing any humans to die” – then we may be unintentionally 
blocking off the correct way to cure cancer. After all, suppose a cancer cure saves a million 
lives. No doubt one of those million people will go on to murder someone. 

Thus, curing cancer “caused a human to die”. All of this seems very “stoned freshman 
philosophy student” to us, but to a computer – which follows instructions exactly as written 
– it may be a genuinely hard problem. 

https://arbital.com/p/nearest_unblocked/


Related 

●​  Aren't there easy solutions to AI alignment?
●​  Isn’t AI just a tool like any other? Won’t it just do what we tell it to?
●​  Is it possible to block an AI from doing certain things on the Internet?
●​  Why can’t we just “put the AI in a box” so that it can’t influence the outside wo…

 

 

Alternate phrasings 

●​ ​
 

Scratchpad 
David Turner notes "why can't we just make ai not try to find loop holes in it's rules ?”. This 
seems reasonable and should be answered in the question -Murphant 

See Siao’s comment and following discussion. 

https://docs.google.com/document/d/1Q-ZJCjvcrHFYvfr_9di5pPs8E5QqU0lGY5aKVtGdBBU/edit
https://docs.google.com/document/d/1tNDxgrqvDmba-I0PK71XlK-CcBt8OQdLvpy5Z3nPP48/edit?usp=drivesdk
https://docs.google.com/document/d/1wO47y1bvSNfURX9rcHaSzlszG0yxUdHEZyKW7zf-DYY/edit?usp=drivesdk
https://docs.google.com/document/d/1UWWcOAUxId09oB-y3_LkSQ9PCGJxAmj6DxTxpdUSSkY/edit?usp=drivesdk
https://discord.com/channels/677546901339504640/1088468403406258196/1273929026146275412
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