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PRINCIPAL COMPONENT ANALYSIS (PCA) 
CONDUCTING A PRINCIPAL COMPONENT ANALYSIS 

-​ packages: GPArotation, magrittr, pacman, psych rio, tidyverse 
-​ dataset: import b5.csv 
-​ principal components analysis  

-​ several different functions available or doing principal component analysis  
-​ principal component model using default method (precomp)  
-​ get summary statistics for PC  
-​ screeplot of eigenvalues 

-​ very simple structure (VSS)  
-​ or use “nfactors” to do the same 

-​ factor analysis  
-​ calculate and plot factors with fa()  

-​ hierarchical clustering  
-​ hierarchical clustering of items ( iclust() ) 

-​ PC with k factors  
-​ PCA with no rotation  
-​ PCA with oblique rotation 

 
-​ correlations good - for when looking at how one variable here - is connected to one variable 

there 
-​ sometimes what to look at connections/associations for an entire group of variables 
-​ ex: several questions on a survey - that all assess , more or less, the same thing - but  

-​ 1) want to be able to average them  
-​ or2)  want to see how they group with one another 

-​ use principal component analysis -or-  factor analysis 
-​ (2 closely related procedures) 
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# INSTALL AND LOAD PACKAGES 

pacman::p_load(GPArotation, magrittr, pacman, psych, rio, tidyverse) 

-​ GPArotation - gradient projection algorithm rotation for FACTORS 
 
# LOAD AND PREPARE DATA 
Import data from CSV, save as “df”: 

df <- import(“data/b5.csv”) 

-​ result: envir - data: df  18930 obs of 50 variables 
-​ there are 10 variables each - for the 5 personality factors 

​  
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# PRINCIPAL COMPONENTS ANALYSIS 
-​ like trying to draw a line thru multidimensional space - that adequately summarises a lot of the 

variability 
-​ ex HEIGHT WEIGHT - they are associated  

-​ > can talk about a principal component = that is about SIZE or BIGNESS 
-​ > use that - instead of these 2 CORRELATED DIMENSIONS 

-​ adv - gives you a little bit less that have to deal with (maybe cancels out some of the noise) 
but gets to the essential details of your particular analysis 

 
Several dift functions available for doing principal component analysis 
Three methods in R: 

?prcomp​ # most common method (in R by default) 
?princomp   ​ # slightly dift method - from pre-R language called S (in R by default) 
?principal  ​ # method from psych package (favourite) 

 
Principal component model using default method: 

pc <- df %>% 
    prcomp( 
   ​  center = TRUE   ​ # centers means to 0 (optional) 
   ​  scale = TRUE  ​ # sets unit variance (helpful) 
    ) 

-​ df - has only the outcome of questions 
-​ center values - gives all the same mean of 0 
-​ scale values - gives all the same variance and standard deviation of 1 

-​ important - bc IF your variables are on dift scales THEN the ones that have a larger 
scale, dominate the analysis (dn want that) 

-​ results: envir - data: pc  large prgroup (5 elements, 8.4 Mb) 

​ ​  
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Get summary statistics for pc: 

summary(pc) 

-​ results:  

importance of components PC1 PC2 PC3 … PC50 
-​ for each PC shows  

-​ 1) standard deviation  
-​ 2) proportion of variance  
-​ 3) cumulative proportion 

 
 

 
-​ the principal components - is a way of proportioning the variability that is in the data 
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Screeplot of eigenvalues: 

plot(pc) 

-​ has to do with the rubble that falls off a side of a cliff. The biggest piles are right next to the 
cliff, and then they taper down in descending order 

-​ plot has PCs in descending order of proportional relevance 
-​ Result: 

-This one is not labelled - but tells you how much variability/variance each component accounts for 
-first component - accounts for 8 units of variance (an eigenvalue) 
-the next one accounts for 4, … get to 5 very low at end 
 →  lets us know that - even tho have 50 variables in our data - we might be able to boil it down to a 
smaller number. 

 

 
-​ scree plot - is one of the tools - for assessing  - how many components you should have in 

your data 
-​ this b5 dataset - is designed to have 5 components - so there is a little jump down in 

relevance, after the 5 PC mark 
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IF trying to figure out - how many factors/components you should have in your data  
THEN there are a few other approaches you can use: 

1)​ Very Simple Structure (VSS) 
2)​ Factor Analysis 
3)​ Hierarchical Clustering 
4)​ PC with K Factors  

 
# VERY SIMPLE STRUCTURE (VSS) 

-​ use “very simple structure” to suggest number of factors 
-​ MAP = minimum absolute partial correlation 
-​ n is the proposed maximum number of factors 
-​ idea - when do principal component analysis - gives you weights, that can multiply every 

variable by > to get a new component score for everything 
-​ in practice - people usually put a variable on one component  - they average just one score 
-​ ⇒  VSS - is an attempt to find - how many components you need - when you are going to put 

a variable - only into one component. 

df %>% 
    select(1:50) %>%   ​ # select first 50 variables (all the ones in dataset) 
         vss(n = 10)  ​ ​ # run up to 10 possible factors/components 

-​ results:  
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graph: Very Simple Structure 
x = number of factors 

-​ shows how many factors its adding (from 1 to 10) 
y =very simple structure fit  

-​ shows how well the model fits the data - goes from 0 at bottom, which is horrible, to 1 
which is perfect (dn expect it to get to 1) 

 
the numbers and lines in the graph - indicate - how many COMPONENTS are we going to allow 
EACH VARIABLE to contribute 

-​ in practice, it should be just 1 (so ignore the other lines) 
-​ >look at line with 1’s  - see that at 5 factors, the line flattens out (even goes downhill a bit) 
-​ >> indicates that maybe a 5 factor model is appropriate (which makes sense, bc that is 

what it was designed for) 

 

 

 
 

 

Reference Document by Anda Vitols 



Principal Component Analysis (PCA)  ​ ​ ​ ​ ​ ​ ​ ​ 8 

Or use “nfactors” to do the same (includes VSS) 

df %>% 
    select(1:50) %>% 
    nfactors(n = 10) 

-​ results: 4 graphs 

4 graphs 
-​ 1) very simple structure (like above) (flatten at 5 factors) 
-​ 2) complexity (dips down at 5 factors) 
-​ 3) empirical BIC (bayesian information criterion) (flattens out at 5) 
-​ 4) root mean residual (bend at 5) 
-​ >> each shows something distinctive going on at 5 factors 

 

 
-​ concl: taken together - all would suggest that 5 factors would be an appropriate solution for 

our data 
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#  FACTOR ANALYSIS 

-​ Factor analysis using minimum residual (minres) method and oblimin rotation, which is 
useful for simple structure. 

-​ Need to enter desired number of factors (from VSS or nfactors above) 
-​ closely related to principal component analysis (have a dift theory about the relationship bw 

the factors and the variables) - but often used interchangeably 
 
Calculate and plot factors with fa(): 

df %>% 
    select(1:50) %>%​ ​ # select variables 
      fa(   ​ ​  ​ ​ # use fa() function 
   ​  nfactors = 5,    ​  ​ # use 5 factors 
   ​  rotate = “oblimin”   ​ # oblimin oblique rotation  
    ​ ) %T>%​​ ​ # T-pipe  
      fa.diagram() %>%    ​  ​ # diagram of factors and variables 
           print()   ​ ​ ​ # print results 

-​ oblimin oblique rotation (way to simplify the interpretation of the data) 
-​ T-pipe (t pipe feeds results to BOTH fa.diagram and print - without stopping in between) 
-​ results: 

console: lots of info 
-​ 1) shows 50 variables  - along with the 5 factors  (50 x 5) 
-​ 2) commonality, uniqueness … 

this is not about theory of factor analysis 
-​ is about - how to get the info you need to interpret your results 
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chart: shows 5 dift factors MR1 .. MR5 on right - individual variables on left 
-​ black line = positive connections 
-​ dotted red = negative connections (but potentially still meaningful associations 

 

-​ concl: this falls into the categories we expected - very easily 
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# HIERARCHICAL CLUSTERING 
Hierarchical clustering of items with iclust() 

df %>% 
    select(1:50) %>% 
    iclust() 

-​ so far: done this before - with the clustering of CASES (groups of people , or- units of 
observation) 

-​ now: do with VARIABLES (dift approach) 
-​ call iclust function - 
-​ results: 

 

-console: lots output 
-graph: 50 dift variables on left > at each step (how they get combined with one another) 

 

 
 

-​ concl: fall into naturally relevant clusters - for how the 50 questions go into the 5 
PERSONALITY FACTORS 
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# PC WITH K FACTORS 
Principal components with set number , K,  factors 
1)First, PCA with NO rotation , specify 5 factors: 

df %>% principal(nfactors = 5)   # from psych package 

-​ results: console 

similar to other outputs (50 variables - 5 factors) 
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2)second, PCA with oblimin (oblique) rotation: 

df %>% 
    principal( 
   ​  nfactors = 5, 
   ​  rotate = “oblimin” 
    ) %>% 
    plot()   ​ ​ ​ # plot position of variables on components 

-​ result:  
 

plot - 5 components on a diagonal 
-​ plots show how dift variables - load on the dift factors 

 

 
 
 
SUMMARY: 

-​ another way of looking at the associations of individual variables, and how they might be 
combined - into larger factors or components, which 

-​ 1)  reduces the number of the number of things we have to deal with 
-​ and 2) can help cancel out some of the idiosyncratic variation of individual variables - 

to get a clearer look on the signal on the noise in your data 
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