
The OTHER AI Alignment Problem: Mesa-Optimizers and Inner Alignment

# 1 sentence answer
Inner alignment is the problem of making sure that the goal an AI ends up pursuing is the same as the
goal we optimized it for.

# longer answer
Machine learning uses an optimization algorithm called Stochastic Gradient Descent (SGD) to find
algorithms which perform well according to some objective function. SGD is called the base optimizer
and it finds learned algorithms that perform well according to the base objective. A mesa-optimizer is a
learned algorithm that is itself an optimizer. A mesa-objective is the objective of a mesa-optimizer. So
what we call the inner alignment problem is making sure that if the AI is a mesa-optimizer, its
mesa-objective is equal to the base objective.

# example
As an analogy: natural selection can be seen as an optimization algorithm that 'designed' humans to
achieve the goal of high genetic fitness, or, roughly, "have lots of descendants". However, humans no
longer primarily pursue reproductive success; they instead use birth control while still attaining the
pleasure that natural selection ‘meant’ as a reward for attempts at reproduction. This is a failure of
inner alignment.

# conclusion
The inner alignment problem can be split into sub-problems like deceptive alignment, distribution
shifts, and gradient hacking.

Related
● What is outer alignment?
● What is deceptive alignment?
● What is the difference between inner and outer alignment?
● What is goal misgeneralization?
● What are mesa-optimizers?
● What is the likelihood of inner misalignment?

https://www.youtube.com/watch?v=bJLcIBixGj8
https://docs.google.com/document/d/1TngYrhEFdLUBQ3_HUOlDfTn03DVhGprPF_mVZJ_Ua8k/edit?pli=1
https://docs.google.com/document/d/11DfJOPs1himrPJI15w1I_Y8N-ehnYP4vATcsN4fj36I/edit
https://docs.google.com/document/d/1TR5UYmFjwA-FAttyMR_vB5aXQu1gcLTwaHvY2v9ObCM/edit?usp=drivesdk
https://docs.google.com/document/d/1CQwNxM4Pv6e7R5oxV9yj9Q1QqZxIVlJwFW8h372uXfI/edit
https://docs.google.com/document/d/18AO1vfZAUj8hwDzCuhvznxDIZfNVQ6WlRRUoOJY70D4/edit
https://docs.google.com/document/d/1dV-W80gVR2-PtfmeYrWL68ZGAMc46C7nd4LwBhJ9Ll8/edit#heading=h.8xsybhvfelhf
https://en.wikipedia.org/wiki/Stochastic_gradient_descent
https://www.alignmentforum.org/tag/distributional-shifts
https://www.alignmentforum.org/tag/distributional-shifts
https://www.lesswrong.com/tag/gradient-hacking


Scratchpad

Removed
Inner alignment asks, “Is the model trying to do what humans have specified it should do?”, or in other
words, can we robustly aim our AIs at anything at all?

More specifically, inner alignment is the problem of ensuring that any mesa-optimizer (i.e. a trained
machine learning system which is itself an optimizer) is aligned with the objective function of the
training process.

You can have both inner and outer alignment failures together. It is not a dichotomy and often even
experienced alignment researchers are unable to tell them apart. Ideally, we don't think of a dichotomy
of inner and outer alignment that can be tackled individually but of a more holistic alignment picture
that includes the interplay between both inner and outer alignment approaches.

The term was first defined in Risk from Learned Optimization:

> We refer to this problem of aligning mesa-optimizers with the base objective as the inner alignment
problem. This is distinct from the outer alignment problem, which is the traditional problem of ensuring
that the base objective captures the intended goal of the programmers.

This answer goes into more depth regarding the differences between inner and outer alignment.
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