
 

Related 

●​  Why would AGI be more dangerous than other technologies?
●​  Is the AI safety movement about stopping all technology?

Scratchpad: 

●​  
●​ Usually disaster then safety after 
●​ E.g car, accidents with some specific problem kill large numbers of people before it 

gets fixed 
●​ Machine shop rules are written in blood 
●​ Nuclear: did fairly well, but not good enough to stop there from ever being a major 

disaster.  
●​ TORESEARCH: AI impacts on reference class for past handling of risk 
●​ Reasonable record of not developing techs e.g. human cloning and blinding laser 

weapons 

 

https://docs.google.com/document/d/1Go7CEEFjOYMP08HxRQO3eHa9fz2jzizltwvzGbW2HuQ/edit#heading=h.glqvd7ieg89
https://docs.google.com/document/d/1fPPD2z96TubquhIGF-IfRuK80mnSQI2aA-kQ9XECfpc/edit

