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Abstract
Distributed databases scale out by spreading data across many machines, which allows them to
support large-scale applications whose data is too large to fit on a single-machine database.
This scalability introduces a dilemma, however, as the throughput of distributed databases is
much lower than that of modern single-machine databases for skewed workloads. This paper
eliminates this dilemma as much as possible. We present Thermopylae, the first distributed
database that is able to both support large-scale applications and match its throughput to
single-machine databases under skewed workloads. Central to Thermopylae is a novel hybrid
architecture that embeds a high-performance single-machine database into a highly scalable
distributed database. Thermopylae applies a specialized concurrency control protocol designed
for its hybrid architecture. Our evaluation shows that Thermopyale achieves orders of
magnitude better performance than a state-of-the-art distributed database and closely matches
its throughput to a modern single-machine database under skewed workloads.
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