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m BPR: BPR: Bayesian personalized ranking from implicit feedback
m  NeuMF: Neural collaborative filtering
m LightGCN: Simplifying and powering graph convolution network for
recommendation
m VAE: Variational autoencoders for collaborative filtering
m Self-Attentive Sequential Recommendation
m LLM-ESR: Large Language Models Enhancement for Long-tailed
Sequential Recommendation
o LLM 2t& Jl=, LLM-based recommender systems = £
m Survey = =: Recommender Systems in the Era of Large Language
Models
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m Dense Passage Retrieval for Open-Domain Question Answering
m CoIBERT: Efficient and Effective Passage Search via Contextualized
Late Interaction over BERT
m Contriever: Unsupervised Dense Information Retrieval with
Contrastive Learning
m Precise Zero-Shot Dense Retrieval without Relevance Labels
m Promptagator: Few-shot Dense Retrieval From 8 Examples
o Dual encoder, cross-encoder ! &/inference/%E Jt & 20| (2 U =2)
o LLM 2t& Jl=, LLM-based search systems = £
m Survey =&: Large Language Models for Information Retrieval: A

Survey


https://www.coursera.org/specializations/machine-learning-introduction
https://www.coursera.org/specializations/deep-learning#courses
https://web.stanford.edu/class/cs224n/
https://github.com/sebastian-hofstaetter/teaching?tab=readme-ov-file
https://github.com/beir-cellar/beir

