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This project is about adding new Al models for LIT demos. The whole idea is to include different kinds of models
as examples, so people from various backgrounds can easily see and understand model demos and learn to use
LIT for their own custom models. | will be focusing on two models: a multilingual question answering model
based on the TyDiQA dataset, and another model that generates images from text (the Dalle Mini model).

Brief

For GSoC 2020, my project was about adding new models to LIT
(Language Interpretability Tool). LIT is a tool created by the Google PAIR
team specifically to "interactively analyze NLP models for model
understanding”. | was specifically interested in this project because of my
interest in NLP and also getting into software development.

From my viewpoint, working on adding new models wouldn't have required
higher experience in software development. At the same time, it would
allow me to learn a lot about the development practices and make open
source contributions. It gave me an opportunity to make contributions to
production-level applications and also get to work and learn under a very
experienced and talented mentor.



Token of appreciation

My personal goal, other than completing the project and making
open-sourced contributions, was to be able to work with someone who has
tons of experience in the field and also receive mentorship which | believe
was very valuable.

Before going into the project in detail, | would like to thank my mentor Ryan
Mullins who is an excellent mentor and provides great feedback and also
code reviews that were both helpful and constructive. He has a wealth of
experience and knowledge to share and was always willing to help me
learn and grow. Also, he was very patient and supportive even though |
think he definitely had tons of other things to do. And he still created a
positive and supportive learning environment. Thank you for being an
excellent mentor.

Main Tasks

e Multilingual Flax model based TyDi QA dataset: This was the first
task for LIT which involved adding a question-answering model based
on the TyDi QA dataset.

e Text-to-Image Generation Demo: The second task was about adding
text to image generation model, and we decided to go with Dalle-mini,
which was just released around the same time and had gained huge
popularity.

Pull Requests

e Multilingual Demo for the TyDi QA task
e Text-to-Image Generation Demo with Dall-E Mini



https://github.com/PAIR-code/lit/issues/746
https://github.com/PAIR-code/lit/issues/767
https://github.com/PAIR-code/lit/pull/813
https://github.com/PAIR-code/lit/pull/770

Project Highlights

e We had very well-organized weekly meetings, with an agenda and
notes for the week being noted. Not only did it help to track progress,
but also | was able to discuss any other issues which | faced during
the week.

e | started with a question-answering model based on the Tydi QA
dataset. After a few initial rounds of code reviews and feedback, the
demo was looking good.

o A few issues faced while working on the Tydi QA model were mostly
on Exact Match metrics which had to be implemented for the model,
and proper rendering of the new data type that this model was using
(Multi-Segment Annotations) on the front end. Again, all thanks to the
mentor with the help of his expertise, this issue was solved.

O b it cated et S g g - B TyDRJA-Erglish - e | 1 & o
Selerl detapoisl = Cobwby = | §F Findscepoin 0 primary, §BT7 _[I0 Tr ¢ Vof 100 eebecied Cheat o
Ermiaeidings _ Dt Takie _ Dkagcint [itor _ 4] -
Prgpsnor (AP = [P F— e — e —
Ervipicdiorny  Duie) el gl Sranrep) sipaid Byidags (pide O 8 ™ ol § .ﬂ
L. e e T cordend W e Brawary S 1w areping o
Lty Ve o &
] 0 Lmiod Anol Haw rany I LT " u 4
g o L T
casdeah  chase ae 111 Lo

cadirnit, 120 of

L

il plitind

M Paga 1 o B3 1 [0
Gararaied Bexl T ]
Hagrdhe comvparace; B Hoas woed [t L B
. Lot of bvirg crdrain fre) WEH
pevma ] e
grearpte] tew] - A ol FoubarnsaryT0N%, e s T70 candinain, 17300 whom me condinal e (deagts tha
= vt e rraareuem o 1T e el 11 The renl o i 106 e

orgadion of candiraln s held on P oma: 1Y, whan Popss Francin created foorisn candinaln,
el e Ll fi b | S ARk Saker § Wl winh Pab Suiri] il el dlel e
o tam B0, on 30 Jencary 32T%, Orisndo Belren Quevedo will be the rext cardinall sleciod o tum
B o 1 et 30 R, Prveitelbl Sl it dgnelpd meiri et el PR el 19 g, 0 58
Jurzary FI14, ol B sge of HL[T

e

Hipw My pardingds sy et

Macks wizh i by tha LIT soermy [l

Tydi QA Model on LIT
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Example of other languages loaded into the LIT Module from the dataset.

e On the other hand, the Dalle-mini model had a much simpler layout.

e Due to not having integrated graphics, it took me a lot of time to work
with the Dalle-mini model since it was mainly using the CPU. To
overcome this, | first tried implementing the pipeline on Google Colab
using GPU runtime, which made the workflow a lot simpler.
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Initial Example of Dalle-mini on LIT module
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e The model looked very simple, so we thought of adding a saliency
map for the text prompt. However, as of now, the Dalle-mini model
doesn’t output hidden states, due to this, including a saliency map in
the LIT model is not possible.

e Soon | came across the CLIP model by Open Ai which takes in an
image and a prompt and tells how well they match by generating a
score. CLIP was also used along with the Dalle-mini in a few
examples. | thought it was important to include and something like
this was also mentioned in a meeting that my mentor had arranged
with other LIT team members.

e After incorporating CLIP into my Dall-mini model and a few rounds of
code reviews, my second task was also completed.
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Dalle-mini demo with CLIP score in LIT module


https://openai.com/blog/clip/

Conclusion

| believe overall it was one of the best decisions | made when | applied to
GSoC. Not only did | make some new friends with other contributors, but |
also got to know some very talented people who are way more experienced
with domain-specific knowledge. Just getting even time to spend with them
was so valuable.



