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1 Sample t Test 
T-tests are very similar to z-tests.  They test if a difference we observe is due to chance.  We use 

t-tests and the Student's Curve (t-Distribution) when ALL 3 of these conditions are met: 

1.​ The sample is SMALL, for our purposes less than or equal to 25. 

(If the sample size is greater than 25, we’ll use z.) 

2. The histogram for the population is close to the NORMAL curve.  

3. The SD of the population is UNKNOWN. (If the SD is known, you can use z.) 

  

***When the sample size is small, using the sample SD to estimate the SD of the 

population is not very accurate. It is likely to be too low, so we use SD
+
 instead. And 

instead of using the normal curve we use the Student's curves and the t-table. 

 

So, if you have a Small sample drawn 

from a Normal population an 

Unknown SD use t. 

Here’s how the t-curves compare to 

the Normal Curve (k represents the 

degrees of freedom).   

Note how the t curves get closer and 

closer to the Normal Curve as the 

degrees of freedom increase.  

How to compute the SD
+
: 

 𝑆𝐷+ = 𝑆𝐷 * 𝑛
𝑛−1

 

Note: SD+ is ALWAYS greater than SD, but the difference becomes negligible as n gets large. 

What’s the difference between SD and SD+ when n=26? 

 

 



 

There’s a t-table just like we have the normal table.  There is a different curve for each number of 

degrees of freedom where the degrees of freedom = n - 1. The curves are fatter in the tails than 

the normal curve. This means you need stronger evidence to reject the null. 

Example 1:  Suppose the Keurig coffee maker claims to brew an 8 oz. cup of coffee in 60 

seconds, but I think it actually takes more time than that.  To test the coffee maker’s claim, I 

randomly sampled 16 new coffee makers and find the average brewing time to be 64 seconds with 

an SD of 2 seconds.  Assume the brewing time is approximately normally distributed.  

We want to test whether this difference is real or whether it is simply due to chance.  First of all, 

what test should we use?  Perform the appropriate test. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 



 

Two Sample t-Tests 

Previously, we used the 2 sample Z-test to compare the means of two populations using; 

​ where SEdifference = 

But if our sample sizes are small (n<25) drawn from roughly normal populations with unknown SD’s 
then we should use the 2 sample t-test instead: 

     where SE+
difference =    

The 2-sample t-stat doesn’t exactly follow any t-curve so deciding how many degrees of freedom 

to use is problematic. Since we’re estimating the SD’s of 2 samples, the simplest and most 

conservative approach is to use the df of the smaller sample.  

df= n1 -1 where n1 is the smaller sample size. 

Example 1: A randomized double-blind test was done to test the effectiveness of a drug 

designed to improve memory in Alzheimer’s patients. 20 patients took the drug and 16 patients 

took the placebo. Patients were given a pre and post-memory test (a list of 15 words to recall) 

and an improvement score (post-test score – pre-test score) was recorded for each patient.  

  n Mean SD 

Drug 20 3 4 

Placebo 16 1 3 

For a, b, c fill in each blank with either  =,   >,  or < . 

a)​  

b)​ Suppose you have prior evidence that the drug works then  

c)​ Suppose you have no idea if the drug works at the start of the study but after looking at 

the results you believe it does, then  

d)​ Compute the t-statistic. How many df? 

 

e)​ Find p-value for both the 1-sided Ha  and 2-sided Ha 

 

f)​ If you used the Z test would your p-values be bigger or smaller? 

 



 

 

 


