12:30 pm Central

URL: https://unl.zoom.us/j/183382852

Phone: +1 669 900 6833 or +1 408 638 0968 or +1 646 876 9923
Meeting ID: 183 382 852 (password required)

Operations Meeting August 20, 2021

Attendees: Derek, Brian L, Huijun, Jeff P, Jeff D, Marian
Apologies: Pascal

Fires

Announcements

Aaron is up on Freshdesk triage next week, ? is up the following week
Reminder: please move OPS Jira tx to “In Progress” if you have started working on
them, and go through and move tx to “Done” if they are complete:

o https://opensciencegrid.atlassian.net/secure/RapidBoard.jspa?rapidView=29&pro

jectkey=0PS
o Jeff P - out/offline Aug 27, Sept 16&17

Nebraska (Derek, Marian, John, Huijun, Eric)

e GRACC
o Update planned for next week (or the week after starting Aug 30th), depends how
we’re progressing with cert replacement for IGWN CM (see note below). Current
ES in GRACC: 7.10.2
e OASIS
o Added admx.opensciencegrid.org
e OSG Status Page (https://status.opensciencegrid.org/)
O
e Check_MK - Alerting
O
e Frontends

o JLAB
=
o LIGO

m  Accomplished transition of the UCSD collector to Tiger, need to follow up
on replacing certificate used, currently as a temporary solution we re-use
existing cert sealed in Tiger.


https://unl.zoom.us/j/183382852
https://opensciencegrid.atlassian.net/secure/RapidBoard.jspa?rapidView=29&projectKey=OPS
https://opensciencegrid.atlassian.net/secure/RapidBoard.jspa?rapidView=29&projectKey=OPS
https://status.opensciencegrid.org/

e Agreed to go ahead and request cert that includes
cm-igwn.svc.opensciencegrid.org in DN for new IGWN central
manager running on Tiger

o GLUEX

Madison (Brian Lin, Jeff Peterson)

e Topology now queries the LIGO LDAP with credentials

(https://opensciencegrid.atlassian.net/browse/OPS-122)
e HTCondor 9.0.5 will be released in the OSG repos soon

(https://opensciencegrid.atlassian.net/browse/SOFTWARE-4768).
o 9.0.5 contains improvements to SciTokens fallback:

https://opensciencegrid.atlassian.net/browse/HTCONDOR-589

o We need to start contacting CE admins
(https: nsciencegrid.atlassian.net/brow PS-207) to update to HTCondor
9.0.5

o Mats has some initial OSPool FE config to avoid passing on tokens for sites that
don’t don’t have HTCondor 9.0.5 installed
(https://qith m nscienceqri Al

org/gwms-patches/3.9.2.patch#L.54-L191)

Hosted CEs

e Lamar issues again, was possible Jlab issue, when that was resolved it turns out the
dedicated nodes were in “draining” and now there are a lot of CVMFS errors showing
up once pilots started again

e Colby getting brought up to speed and starting with transitioning Clarkson from
uchicago-prod to river, and helping point out all of the changes and additions that
need to be made to the documentation.

Chicago (Pascal)

Michigan (Shawn)

UCSD (Jeff, Diego)
MISC:


http://cm-igwn.svc.opensciencegrid.org
https://opensciencegrid.atlassian.net/browse/OPS-122
https://opensciencegrid.atlassian.net/browse/SOFTWARE-4768
https://opensciencegrid.atlassian.net/browse/HTCONDOR-589
https://opensciencegrid.atlassian.net/browse/OPS-207
https://github.com/opensciencegrid/osg-flock/blob/master/flock.opensciencegrid.org/gwms-patches/3.9.2.patch#L54-L191
https://github.com/opensciencegrid/osg-flock/blob/master/flock.opensciencegrid.org/gwms-patches/3.9.2.patch#L54-L191

Caches:

- Still working on getting them updated to XRootD 5.3.1 and configured to point to all the
disks available. Already fixed the UCSD stashcache and it seems fine.

Central Manager

- New IGWN HA CM has been deployed but we need to get a opensciencegrid CNAME
and IGTF so that our cert matched the hostname and Schedds don’t need to SKIP the
hostname check

Frontends
- IGNW FE re-deployed to point to the new HA CM

GWMS Factory
e Upgraded Production and ITB Factory HTCondor to 9.0.4

AOB
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