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Deep neural networks (DMNs) are currently widely used for many artificial intelligence (Al) applications
including computer vision, speech recognition, and robotics. While DNNs deliver state-of-the-art accuracy on
many Al tasks, it comes at the cost of high computational complexity. Accordingly, techniques that enable
efficient processing of DNNs to improve energy efficiency and throughput without sacrificing application
accuracy or increasing hardware cost are critical to the wide deployment of DNNs in Al systems. This article
aims to provide a comprehensive tutorial and survey about the recent advances toward the goal of enabling
efficient processing of DNNs. Specifically, it will provide an overview of DNNs, discuss various hardware
platforms and architectures that support DNNs, and highlight key trends in reducing the computation cost of
DNNs either solely via hardware design changes or via joint hardware design and DNN algorithm changes. It will
also summarize various development resources that enable researchers and practitioners to quickly get started
in this field, and highlight important benchmarking metrics and design considerations that should be used for
evaluating the rapidly growing number of DNN hardware designs, optionally including algorithmic codesigns,
being proposed in academia and industry . The reader will take away the following concepts from this article:
understand the key design considerations for DNNs; be able to evaluate different DNN hardware
implementations with benchmarks and comparison metrics; understand the tradeoffs between various hardware
architectures and platforms; be able to evaluate the utility of various DNN design techniques for efficient
processing; and understand recent implementation trends and opportunities. © 2017 IEEE.
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Fault diagnosis of rotating machinery plays a significant role for the reliability and safety of modern industrial
systems. As an emerging field in industrial applications and an effective solution for fault recognition, artificial
intelligence (Al) techniques have been receiving increasing attention from academia and industry . However,
great challenges are met by the Al methods under the different real operating conditions. This paper attempts to
present a comprehensive review of Al algorithms in rotating machinery fault diagnosis, from both the views of
theory background and industrial applications. A brief introduction of different Al algorithms is presented first,
including the following methods: k-nearest neighbour, naive Bayes, support vector machine , artificial neural
network and deep learning . Then, a broad literature survey of these Al algorithms in industrial applications is
given. Finally, the advantages, limitations, practical implications of different Al algorithms, as well as some new
research trends, are discussed. € 2018 Elsevier Ltd
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Data mining and analytics have played an important role in knowledge discovery and decision making/supports

KIHHeEkIe CTI0EA ABTOPA
in the process industry over the past several decades. As a computational engine to data mining and analytics,
EBEIIH4eHHES B VKAZATeE machine learning serves as basic tools for information extraction, data pattern recognition and predictions.

RIEOEBRIE C0BA From the perspective of machine learning, this paper provides a review on existing data mining and analytics

applications in the process industry over the past several decades. The state-of-the-art of data mining and
analytics are reviewed through eight unsupervised learning and ten supervised learning algorithms, as well as
the application status of semi-supervised learning algorithms. Several perspectives are highlighted and
discussed for furure researches on data mining and analytics in the process industry . © 2013 IEEE.
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BeiBOI

HpoaHaHI/IBI/IpOBaB IOUCK aHITIOA3BIYHBIX U PYCCKOA3BIYHBIX cTareu Ha TEMY
MAalllTMHHOTIO 06yLIeHI/I$I B IIPOMBINUIICHHOCTH MOKHO CACIAaTh BbIBOA, YTO B
AHTIIOA3BIYHOM BUAC cTarei OIYTHUMO oonsme. Ho Pa3BUTHUEC C KAKIbIM I'OAOM
9TOTI'0 HAIIPABJICHUA 3aMCTHO Ha obonx CTOpOHaAXx.



