
Imagine a small child who learns that height is correlated with basketball skills. Excited, the child
starts practicing basketball in order to become taller.

This is an instance of Causal Goodhart: The child optimizes a proxy, but that proxy does not
actually cause the thing they want.

Causal Goodhart is important for AI alignment because we may end up building AIs which act as
optimizers. For example, if the optimization target is implemented as a variable on a computer
(the proxy), then the AI might just directly set the variable to a high value instead of optimizing
for what we intended it to optimize for. This failure mode is called wireheading.

Causal Goodhart is a form of the more general phenomenon of Goodhart’s law, which states
that
> As soon as a measure becomes a target, it ceases to be a good measure.

For Causal Goodhart, the proxy ceases to be a good measure because the proxy does not
cause the thing we want, and thus intervening on the proxy eliminates the correlation. However,
there are other ways in which the proxy starts becoming a bad measure when it is optimized:
Other types of Goodhart are Extremal Goodhart, Regressional Goodhart and Adversarial
Goodhart.

You can read more in the Goodhart Taxonomy by Scott Garrabrant, which introduces these four
types of Goodhart.

https://en.wikipedia.org/wiki/Proxy_(statistics)
https://docs.google.com/document/d/1CWwQ8ZCPb9lQEMVClxSDNiVF1Xc_ciyNF2WdYPsHWBw/edit
https://docs.google.com/document/d/1CoeLLw-Rz8CT4FLO5KkngSDrR8-px98WBrC1f7ykd1w/edit
https://docs.google.com/document/d/1Y3erY4YJtiWDf5XQzn8QExzf37S3qyVBUaX1_dOOW6M/edit
https://aisafety.info/?state=8185_6982r6380r8160r89ZUr
https://docs.google.com/document/d/1Apiyr78xhIA0bSjK8k6Mu4HM1w1jPGnMnd_wjSIjliI/edit
https://docs.google.com/document/d/1LZPqh96c3QD9WBJy-2rhsuoq1yMCNrY8JyqJD_WAz_g/edit?pli=1
https://docs.google.com/document/d/1sQPgP-zwi32C7t5_RDt95ZEYuAuqFANOtLRDrzmT0RI/edit
https://docs.google.com/document/d/1sQPgP-zwi32C7t5_RDt95ZEYuAuqFANOtLRDrzmT0RI/edit
https://www.alignmentforum.org/posts/EbFABnst8LsidYs5Y/goodhart-taxonomy


Alternative phrasings
●

Related

● What is Goodhart's law?
● What is Extremal Goodhart?
● What is Regressional Goodhart?
● What is Adversarial Goodhart?

https://docs.google.com/document/d/1Fx4lB7XLRkZnusXLfqx9Ynh6pTcZGvIoQGNzDJZxnrM/edit
https://docs.google.com/document/d/1Apiyr78xhIA0bSjK8k6Mu4HM1w1jPGnMnd_wjSIjliI/edit
https://docs.google.com/document/d/1LZPqh96c3QD9WBJy-2rhsuoq1yMCNrY8JyqJD_WAz_g/edit?pli=1
https://docs.google.com/document/d/1sQPgP-zwi32C7t5_RDt95ZEYuAuqFANOtLRDrzmT0RI/edit

