
Meeting Summary for Public AI Seminar 
(2024/10/8) 
The following notes were generated by Zoom and lightly edited to remove names and other 
attribution. AI-generated content may be inaccurate or misleading. Always check for accuracy. 

Quick Recap 
The team discussed the potential of AI to revolutionize various aspects of human culture, 
including science fiction, social media, and human intimacy. They emphasized the need for 
responsible AI development, with a focus on prioritizing public benefit over private profit, and the 
importance of updating values, laws, and rights to account for AI's impact on smaller 
communities and languages. The team also explored the implications of AI on job displacement, 
the need for global social coordination, and the potential of AI to revolutionize game theory and 
negotiation. 

Summary 
Exploring AI and Creative Professionals​
The discussion started with a conversation about upcoming conferences and the possibility of 
inviting creative professionals, such as a notable science fiction author and an artist who 
focuses on AI and crises, for future seminars. There was also mention of a recommendation for 
the artist who works with installation art related to AI. Insights were shared on how technological 
changes could make science fiction obsolete, which sparked interest in a talk on the AI dilemma 
by a co-founder of a center for humane technology. 

AI's Impact on Culture and Society​
There was a focus on how AI is increasingly influencing human culture, with concerns that 
generative AI might lead to undesirable consequences like democratic backsliding. The need to 
ensure AI serves public benefit rather than private profit was emphasized, alongside the 
importance of updating values, laws, and rights to consider AI's impact on smaller communities 
and languages. The idea of banning business models that commodify human attention was 
raised as a critical issue. 

Social Media, AI, and Human Intimacy Implications​
The conversation shifted to the implications of AI and social media on human intimacy. There 
were concerns about the balance between private benefits and public harms in social media 
and how AI technologies could intervene in human behavior. A suggestion was made that AI 
agents interacting closely with humans should have fiduciary duties, akin to doctors or lawyers. 
Legal privileges for certain AI agents were also discussed, and the concept of the "extended 
mind" was mentioned, suggesting that AI could become an extension of our bodies. 

 



AI's Impact on Jobs and Global Cooperation​
The rapid advancement of AI and its potential to displace jobs was discussed, with a call for 
humans to adapt. The need for global coordination to solve the challenges posed by AI was 
emphasized, with hope expressed for more global cooperation in the future. 

AI Governance and Social Media Concerns​
There was excitement about the potential of AI to enhance collaboration by revolutionizing 
game theory. However, frustration was expressed over the lack of progress on addressing social 
media harms and data privacy. Ideas such as a public Apollo mission for AI governance and a 
quadratic compute tax to align companies with democratic values were proposed. The need for 
more resources for nonprofits working on AI governance was also highlighted. 

Quick Action on Narrative Projection and AI​
The need to act quickly in projecting a narrative about AI using creative collaborators was 
emphasized. Discussions covered the implementation of AI in legislative bodies and addressing 
concerns through clear workflows. A speculative fiction project was proposed to explore societal 
values, possibly in collaboration with authors. 

Addressing Climate Change and AI Governance​
There was an urgent discussion on the need to take action on climate change, with emphasis 
on the importance of infrastructure development and carefully using fear to engage the 
audience. Three policy goals for public AI were proposed: promoting infrastructure policy, 
realigning financial incentives in the AI market, and securing public funding to steer AI 
development. Concerns about profits being prioritized over privacy and a suggestion to explore 
a care economy model were also mentioned. 

The AI Dilemma: Documentary Creation and Distribution​
The creation of a documentary titled "The AI Dilemma" was proposed. Discussions centered on 
recruiting a well-known documentary player and framing the conversation around daily life 
experiences. There were concerns about distribution issues with a previous documentary, and 
possible reasons for its challenges were speculated. The team agreed to continue the 
discussion asynchronously, and anticipation was expressed for the next seminar on AI 
Nationalism. 
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