Nombre: Introduccién a la Estadistica y Ciencia de Datos (LCD) Estadistica Lic (M) —

Topicos de Estadistica (Doc) Curso IC 2025

Puntaje: 4 puntos para Doc. DOC8800931
Total HS: 128 horas CAT 2 arancelado CATEGORIA BAJA

Correlatividades:

e Para la carrera de Licenciatura en Ciencias de Datos, las correlativas son:
Laboratorio de Datos
Probabilidades y Estadistica (M)
Algebra Lineal Computacional

e Para la carrera de Licenciatura en Ciencias Matematicas, las correlativas son
Probabilidades y Estadistica (M) (tp aprobados)
Calculo Avanzado (final)

Advertencia alumnos externos: Es una asignatura que tiene un enfoque matematico, asume
sélidos conocimientos de Algebra Lineal y utiliza conceptos vistos por los alumnos en el curso
de Probabilidades y Estadistica (Matematicos) y en Cdlculo Avanzado o Andlisis Avanzado,
donde se enfatiza en distintas nociones de convergencia y otras herramientas tedricas.

Doctorado: Esta materia hace fuerte uso de las herramientas matematicas. Estd aprobada para el
Doctorado en Matematica como optativa, con las mismas correlativas que para la carrera de grado. Para
los restantes estudiantes de doctorado de la facultad interesados en cursarla, tengan en cuenta que esta
materia tiene un alto enfoque matemdtico, asume sélidos conocimientos de Algebra Lineal y utiliza
conceptos vistos por los alumnos en Probabilidades y Estadistica (M) y en Calculo Avanzado o Analisis
Avanzado, donde se enfatiza en distintas nociones de convergencia y otras herramientas tedricas.

Carga horaria: 6 horas semanales

Carreras:

Matematica: Nombre de la materia: Estadistica Cédigo SIU: MATE820015

LCD Nombre de la materia: Introduccion a la Estadistica y Ciencia de Datos Cédigo SIU: LCDA210008
Doctorado Nombre de la materia: Tépicos de Estadistica Codigo SIU: DOC8800931

PROGRAMA: Contenidos

Analisis exploratorio de datos: Visualizacién y resumen de datos. Funcién de distribucién empirica.
Estimacidn no paramétrica de la densidad. Estimacion puntual: Estimacién. Sesgo, varianza y Error
Cuadratico Medio.

Compromiso sesgo-varianza. Estimacidn plug-in utilizando el enfoque funcional. Estimacidon en modelos
paramétricos: maxima verosimilitud, momentos, M y Z estimadores. Propiedades asintdticas: consistencia
y distribucién asintdtica. Método delta.

Regiones de confianza: Intervalos de confianza para la media de una distribucién normal con varianza
conocida. Intervalos de confianza para la media de una distribucidn normal con varianza desconocida:



Distribucion t de Student. Intervalos de confianza de nivel asintético basados en estadisticos
asintéticamente normales. Intervalo para proporciones. Intervalos de confianza para dos muestras.

Técnicas de remuestreo: Métodos Bootstrap para la estimacion de la varianza de un estimador
asintdticamente normal. Métodos Bootstrap para la estimacion de la distribucién de un estimador.
Intervalo de confianza Bootstrap: percentil y asintéticamente normal. Comparacién con métodos clasicos.
Bootstrap no paramétrico y paramétrico.

Tests de hipodtesis: Presentacion del problema de test de hipdtesis. Hipdtesis nula y alternativa. Tipos de
errores. Nivel y potencia de un test. Valor "p". Test para la media de una poblacidn normal con varianza
conocida y con varianza desconocida. Tests de Wald (basados en estadisticos asintdticamente normales).
Tests e intervalos de confianza para dos muestras. Relacidn entre tests e intervalos de confianza. El
problema de comparaciones multiples o cubrimiento simultaneo.

Modelo lineal: Regresién lineal simple. Minimos cuadrados. Supuestos. Inferencia para los parametros del
modelo: bajo normalidad y teoria asintdtica. Regresion lineal multiple. Prediccion.

Modelos de Regresidn: Funcidn de regresion. Estimacidn de la funcion de regresién. Estimadores no
paramétricos: Nadaraya, kNN. Regresion no lineal. Ajuste y sobreajuste. Métodos de regularizaciéon (Ridge,
LASSO, etc.). Técnicas y métricas de evaluacion de modelos-métodos (validacidn cruzada, etc.)

Clasificacidn: La regla de Bayes. Regresién logistica, estimacidon de parametros por maxima verosimilitud.
Modelos generativos: LDA, QDA, Bayes Naive. Modelos discriminativos: kNN, clasificacidn logistica.
Técnicas y métricas de evaluacion de modelos-métodos. Arboles de decisién.
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