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ChatGPT dietary advice sends man to
hospital with dangerous chemical
poisoning

Doctors warn Al lacks medical judgment after
patient hospitalized with sodium bromide
exposure

A man who used ChatGPT for dietary advice ended up
poisoning himself — and wound up in the hospital.

The 60-year-old man, who was looking to eliminate table salt
from his diet for health reasons, used the large language model
(LLM) to get suggestions for what to replace it with, according
to a case study published this week in the Annals of Internal
Medicine.

When ChatGPT suggested swapping sodium chloride (table
salt) for sodium bromide, the man made the replacement for a
three-month period — although, the journal article noted, the
recommendation was likely referring to it for other purposes,
such as cleaning.

Sodium bromide is a chemical compound that resembles salt,
but is toxic for human consumption.

It was once used as an anticonvulsant and sedative, but today
is primarily used for cleaning, manufacturing and agricultural
purposes, according to the National Institutes of Health.
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A man who used ChatGPT for dietary advice ended up
poisoning himself — and wound up in the hospital. (Kurt
"CyberGuy" Knutsson)

When the man arrived at the hospital, he reported experiencing
fatigue, insomnia, poor coordination, facial acne, cherry
angiomas (red bumps on the skin) and excessive thirst — all
symptoms of bromism, a condition caused by long-term
exposure to sodium bromide.

The man also showed signs of paranoia, the case study noted,
as he claimed that his neighbor was trying to poison him.

He was also found to have auditory and visual hallucinations,
and was ultimately placed on a psychiatric hold after attempting
to escape.

The man was treated with intravenous fluids and electrolytes,
and was also put on anti-psychotic medication. He was
released from the hospital after three weeks of monitoring.

"This case also highlights how the use of artificial intelligence
(Al) can potentially czontribute to the development of
preventable adverse health outcomes," the researchers wrote
in the case study.

Loi khuyén cua ChatGPT khien mét ngwoi
dan ong nhap vién vi ngdo doc hoa chat
nguy hiem

Cac bac si canh bao Al thiéu kha nang phan doan
y khoa sau khi mét bénh nhan nhap vién vi ngdé
déc natri bromua

Mot nguoi dan 6ng da s dung ChatGPT dé dwoc tw van vé
liéu phap an udng va da bi ngd doéc, phai nhap vién.

Nguoi dan 6ng 60 tudi nay, voi mong muon loai bé mudi an
khoi khau phan an uong vi ly do strc khoe, dé st dung
ChatGPT de tim goi y vé loai mudi nén thay thé.

Khi ChatGPT dé xuat thay thé natri clorua (muédi an) bang natri
bromua, nguwdi dan 6ng da sir dung né trong thoi gian ba thang
— méc du, nhw bai bao y khoa da lwu y, khuyén nghj nay cé thé
nham cho cac muc dich khac, chdng han nhw lam sach.

Natri bromua & mét hop chéat hoa hoc twong ty nhw mudi,
nhwng déc hai doi v&i ngudi tiéu thu.

Theo Vién Y té Quéc gia Hoa Ky (NIH), natri bromua tirng
dwoc sir dung lam thudc chéng co giat va an than, nhwng ngay
nay chd yéu dwoc st dung cho muc dich lam sach, san xuét
va néng nghiép.

Khi dén bénh vién, ngwdi dan éng nay cho biét minh bi mét
méi, mat ngd, phdi hop dong tac kém, ndi mun trirng ca trén
mat, nt d6 trén da va khat nwéc qua mare. Tat ca 1a cac triéu
chirng ctia bénh bromism, mét tinh trang do tiép xuc lau dai voi
natri bromide.

Theo bao cao ca bénh, ngudi dan 6ng nay co6 qéu hiéu hoang
twdng khi khang dinh rang hang xém dang c6 dau déc minh.

Anh ta cling bj phat hién c6 ao giac thinh giac va thj giac, cu,c‘)i
cung da bi giam gilr tai khoa tam than sau khi c6 gang tron
thoat.

Nguwoi dan 6ng nay dwoc diéu tri bang truyén dich tinh mach,
bo sung dién giai va dung thudc chong loan than. Sau do,
dwoc xuat vién sau ba tuan theo doi.

Céc nha nghién clru da viét trong bao céo ca bénh rang:

"Trwong hop nay clng cho thay viéc st dung tri tué nhén tao
(Al) co thé gop phan g4y ra céc hdu qué strc khée bét loi c6
thé phong ngtra’.

"Hé théng nay chi la nhitng céng cu dw doan ngén ngw —
chung khéng co kha nang suy luan théng thwong va sé dan
dén nhiing két qua téi té néu nguoi dung khéng ap dung
nhiing hiéu biét théng thuong cta ho".

"That khéng may, ching téi khéng c6 quyén truy cép vao nhéat
ky tro chuyén ChatGPT cua anh &y va sé khéng bao gi¢ c6 thé
biét chdc chan két qué dau ra ma anh &y nhan duoc 1a gi, vi
mé&i phan hbi ctia méi ngudi la duy nhét va duoc xay dung dua
trén nhiing théng tin dau vao truéc do".

Ho lwu y rang "rat kho co kha ndng” moét bac sT lai nhac dén
nat’ri bromuall khi néi chuyén véi mét bénh nhan dang tim kiém
chat thay thé cho natri clorua.

"Diéu quan trong can luu y la ChatGPT va céc hé thong Al
khac c6 thé tao ra nhitng théng tin khoa hoc khong chinh xac,
thiéu kha nang thao luén phan bién vé két qua va cudi cung la
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"These are language prediction tools — they lack common
sense and will give rise to terrible results if the human user
does not apply their own common sense."

"Unfortunately, we do not have access to his ChatGPT
conversation log and we will never be able to know with
certainty what exactly the output he received was, since
individual responses are unique and build from previous
inputs."

It is "highly unlikely" that a human doctor would have
mentioned sodium bromide when speaking with a patient
seeking a substitute for sodium chloride, they noted.

"It is important to consider that ChatGPT and other Al systems
can generate scientific inaccuracies, lack the ability to critically
discuss results and ultimately fuel the spread of
misinformation,” the researchers concluded.

Dr. Jacob Glanville, CEO of Centivax, a San Francisco
biotechnology company, emphasized that people should not
use ChatGPT as a substitute for a doctor.
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When ChatGPT suggested swapping sodium chloride (table
salt) for sodium bromide, the man, not pictured, made the

replacement for a three-month period. (iStock)

"These are language prediction tools — they lack common
sense and will give rise to terrible results if the human user
does not apply their own common sense when deciding what to
ask these systems and whether to heed their
recommendations," Glanville, who was not involved in the case
study, told Fox News Digital.

"This is a classic example of the problem: The system
essentially went, “You want a salt alternative? Sodium bromide
is often listed as a replacement for sodium chloride in chemistry
reactions, so therefore it's the highest-scoring replacement
here.™

Dr. Harvey Castro, a board-certified emergency medicine
physician and national speaker on artificial intelligence based
in Dallas, confirmed that Al is a tool and not a doctor.

thic ddy sw lan truyén thong tin sai léch", cac nha nghién ctru
ket luan.

Cac chuyén gia cting nhan manh rang moi ngudi khdng nén st
dung ChatGPT nhu mét sy thay thé cho bac si.

Cac m6 hinh ngdn ngl I&n hién tai khdng c6 tinh nang kiém tra
chéo tich hgp v&i cac co s& dir liéu y té cap nhat trir khi dwoc
tich hgp ré rang.

DPé ngan chan nhirng trwdng hop twong tw, cac chuyén gia da
kéu goi tang cwong cac phwong phap bao vé cho cac mé hinh
ngdn ngl¥, chang han nhw co s& kién thirc y té tich hop, co
canh bdo rii ro tw ddng, goi y theo ngr canh va sy két hop
gilra giam sat cia con nguw&i va Al.

OpenAl, nha sé}n xuat ChatGPT co tru sé tai San Francisco, da
dwa ra tuyén bo sau day véi Fox News Digital.

"Diéu khodn cua chung té6i quy dinh rdng ChatGPT khdng
nhdm muc dich st dung dé diéu tri bat ky tinh trang strc khde
nao va khéng thé thay thé cho Ioi khuyén chuyén mén. Ching
t6i c6 céc dbi ngd an toan dang né luc gidm thiéu rdi ro va da
dao tao cac hé théng Al dé khuyén khich moi nguoi tim kiém
sw huéng dén chuyén mén”.



https://www.foxnews.com/category/health/health-care
https://www.foxnews.com/science
https://www.foxnews.com/category/health/healthy-living/health-care
https://www.foxnews.com/category/health/healthy-living/health-care

e —

It is "highly unlikely” that a human doctor would have
mentioned sodium bromide when speaking with a patient
seeking a substitute for sodium chloride, the researchers said.
(iStock)

"Large language models generate text by predicting the most
statistically likely sequence of words, not by fact-checking," he
told Fox News Digital.

"ChatGPT's bromide blunder shows why context is king in
health _advice," Castro went on. "Al is not a replacement for
professional medical judgment, aligning with OpenAl's
disclaimers."

Castro also cautioned that there is a "regulation gap" when it
comes to using LLMs to get medical information.

"Our terms say that ChatGPT is not intended for use in the
treatment of any health condition, and is not a substitute for
professional advice."

"FDA bans on bromide don't extend to Al advice — global
health Al oversight remains undefined," he said.

There is also the risk that LLMs could have data bias and a
lack of verification, leading to hallucinated information.

"If training data includes outdated, rare or chemically focused
references, the model may surface them in inappropriate
contexts, such as bromide as a salt substitute," Castro noted.

"Also, current LLMs don't have built-in cross-checking against
up-to-date medical databases unless explicitly integrated."
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One expert cautioned that there is a "regulation gap"” when it
comes to using large language models to get medical
information. (Jakub Porzycki/NurPhoto)

To prevent cases like this one, Castro called for more
safeguards for LLMs, such as integrated medical knowledge
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bases, automated risk flags, contextual prompting and a
combination of human and Al oversight.

The expert added, "With targeted safeguards, LLMs can evolve
from risky generalists into safer, specialized tools; however,
without requlation and oversight, rare cases like this will likely
recur."

OpenAl, the San Francisco-based maker of ChatGPT, provided
the following statement to Fox News Digital.

"Our terms say that ChatGPT is not intended for use in the
treatment of any health condition, and is not a substitute for
professional advice. We have safety teams working on
reducing risks and have trained our Al systems to encourage
people to seek professional guidance."

Melissa Rudy is senior health editor and a member of the
lifestyle team at Fox News Digital. Story tips can be sent to
melissa.rudy@fox.com.
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