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Abstract 
To quantify the number of cells present within a Z-stack image, current methods in nuclei segmentation 
often rely on manual annotation rather than automated methods. To identify and segment nuclei in this 
image, a Mask-RCNN model was used, which had a user-defined input of four regions of interest. Next, 
post-processing after this convolutional neural network (CNN) was used to patch, or stitch each region of 
interest together into one unified image. This required constructing connected nodes through the 
compressed sparse graph routines package in Python, and then displaying each node as a final image.  
 
The connectivity matrix stitching method was run both after one pass of the Mask-RCNN model using an 
electron microscopy image, and after a second pass using the same electron microscopy image rotated 
180 degrees. The two-pass method achieved more accurate results (Fig. 3), and thus suggests a positive 
correlation between the number of passes of Mask-RCNN and the overall accuracy of nuclei 
segmentation. 
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Introduction 
Since the advent of image processing, a gap remains between the physical techniques used to capture cell 
morphology and automated segmentation techniques used to quantify the data. While electron microscopy 
is a commonly used technique to image cell development, often manual methods are used to count the 
number and positions of cell types.  
 
Finetuned convolutional neural networks (CNNs) have been traditionally used in the defense and security 
industries to classify objects of interest. However, shallow CNNs such as AlexNet have already been used 
in pathology and radiology, namely to determine the malignancy of cancer tumors [1]. Thus, an 
opportunity remains for biomedical researchers to exploit ready-built networks designed for large-scale 
object recognition for microscopic biological systems. 
 
However, image workflows can vary greatly between laboratories depending on the microscope model 
and proprietary software used to capture these images. This can cause variations in the pixel density and 
pixel grayscale intensity. Traditional methods such as Ostsu’s thresholding can be over-deterministic and 
only work on a case-by-case basis. Overall, current methods often require weeks of preparation before 
implementation. 
 

Methods 

Implementation 
Training images from the National Cancer Institute (NCI) were first run through a convolutional neural 
network to segment nuclei into bounding boxes. Rather than using a loop across the image array, using 
vectorized functions, the number of unique segmented label IDs was calculated by using the .shape 
function to calculate the size and then the numpy .unique function to find all unique label IDs across the 
Z-stack images. This array of matrices was then called the labels_to_combine matrix.  
 
Using Jupyter Notebook (Python 3.0), the connectivity matrix was then generated from a sparse graph of 
each segmented label, where a matrix of the segmented ID label indexes and their column position was 
recorded into a separate matrix. The final resulting image was a plot of all identified nodes within the 
Z-stack image. Each node contains the segmented ID label and the relative column position of the 
segmented nucleus (relative to the far left corner). As a cross-checking measure, the distribution of the 
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area and shape of each segmented nucleus was used to determine nuclei that have the most uniform 
morphology relative to the whole sample. 

Operation 
Ideal operation should occur in Jupyter Notebook, which can be downloaded as part of the Anaconda 
library. The user should install the program by opening Jupyter Notebook and downloading the source file 
from the GitHub repository 
(https://github.com/NCBI-Hackathons/Biological-structure-segmentation-in-microscopy-images-using-de
ep-learning). In terms of language requirements, Python 3.0 is required to run this program. The 
compressed sparse graph routines, scikit-learn, and numpy packages should be installed to run the 
program. 

Results 
Include if the paper includes novel data or analyses; should be written as a traditional results section 
(otherwise, include a Use Cases section). 

Use Cases 
This Mask-RCNN post-processing script is targeted for researchers seeking an effective computational 
way to segment nuclei markers. By allowing users to quickly identify the positions and number of nuclei 
present, this script would aim to give an accurate measurement of the number of cells captured within a 
microscopy image. Ideally, this post-processing script could be incorporated into other image 
segmentation models and include use cases for cells without nuclei. Provided a more robust training set 
was used, future use cases could include segmenting individual cell types using this post-processing 
method.  
 

 In this Mask-RCNN model, a NCI training set was used. Bootstrapping algorithms were used to 
generate enough images for the training set. The model then identified nuclei in each user-defined region 
of interest. After running the model, post-processing required adjoining each region of interest and 
accounting for nuclei that appear in multiple bounding boxes. This stitching method was developed by 
manually computing a sparse graph and then determining each segmented nuclei connectivity (Figure 2). 
Compared to the original brute-force method, this connectivity method accounts for more segmented 
nuclei and achieves a more even spatial distribution of points. After this comparison, a second pass of the 
model was run using the same electron microscopy image rotated 180 degrees. The two-pass method 
achieved more accurate results (Fig. 3), and suggests a positive correlation between the number of model 
passes and the segmentation accuracy rate. 

 
 

https://github.com/NCBI-Hackathons/Biological-structure-segmentation-in-microscopy-images-using-deep-learning
https://github.com/NCBI-Hackathons/Biological-structure-segmentation-in-microscopy-images-using-deep-learning


3 

 
Figure 1. Original Output Given by the MASK-RCNN Model. Caption for Figure 1: Using the 

Mask-RCNN model, a user-defined output of 4 regions of interest was generated containing segmented 
nuclei. 
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Figure 2. Previous Version of Stitched Nuclei Images (Left) and Connectivity Matrix Approach to 
Segmentation (Right).  

Caption for Figure 2: The previous stitching method (credit: Justin Kim) relied on finding an overlap of 
identified segmented nuclei in each bounding box region. This still produced some over-division of 

nuclei, as indicated by multiple pseudo colors per nucleus. whereas the connectivity matrix captures more 
nuclei. 

 
 

Figure 3. Comparison of the One-Pass Inference (Left) and Two-Pass Inference (Right).  
Caption for Figure 3: The Mask-RCNN model was used used two approaches: (1) running a one-pass 
model on just the image, (2) running two passes of the model, first on the original image and then a 

second pass on the original image rotated 180 degrees. 

Conclusion and Next Steps 
One should consider the weight values used in the Mask-RCNN model, as these settings determine which 
shapes are individual nuclei. Moreover, the connectivity matrix stitching method relies on the assumption 
that there will always be some nuclei that appear in multiple regions of interest. This causes a form of 
overlap where some nuclei will stretch over multiple bounding boxes. In the rate case that there are no 
overlapping segmented nuclei, this stitching method will generate a compilation error. Further research 
could include the reliability of this method depending on the spatial placement of nuclei in the original 
microscopy image. 

Data and software availability 
A Github repository can be found at 
https://github.com/NCBI-Hackathons/Biological-structure-segmentation-in-microscopy-images-using-dee
p-learning. This release follows an MIT Open Source License.  

https://github.com/NCBI-Hackathons/Biological-structure-segmentation-in-microscopy-images-using-deep-learning
https://github.com/NCBI-Hackathons/Biological-structure-segmentation-in-microscopy-images-using-deep-learning
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