
Note this is for the 2019 unconference. We will have 2020 ones soon.  

NLP UnConference - Language 
Identification 

Top level points discussed: 
1)​ Rule based methods vs ML for under-resourced languages 

Rule-based methods may achieve high performance but the problem is that linguistic experts 
are needed for each language. Hence, more time is required and language do change as the 
years pass.  
Machine learning methods perform well but for text, our under-resourced languages are not well 
represented in terms of writing. Some characters are not available in the keyboard hence 
people use other characters as placeholders.  

2)​ The struggle to deal with: 
a)​  multiple accents or dialects for spoken LID (words are pronounced differently) 
b)​ removing background noise + transcribing the speech are large sources of error. 

3)​ Do we really need neural methods for LID ? 
4)​ LID for text in non english alphabets. 

 
GitHub repo for subword inspiration with paper. 
 

Possible Further Discussion Points 

Naive Bayesian model vs. pre-trained language model 
Related to point 3 above - From the literature it seems as if naive Bayesian character n-gram 
models do very well. Neural methods should be able to take more semantic context into account 
and should be able to do better. Maybe more so when code switching is present. 
Has anybody done any work comparing a naive Bayesian model with a model based on a 
pre-trained language model? 

Language Identification Shared Task 
It would possibly be useful to start a shared language ident corpus and challenge. The code and 
corpus at https://github.com/praekelt/feersum-lid-shared-task could be a starting point, but more 
work needs to be done.  

https://github.com/rsennrich/subword-nmt
https://www.aclweb.org/anthology/P16-1162
https://github.com/praekelt/feersum-lid-shared-task


Text Language Identification References 
●​ The Workshop on NLP for Similar Languages, Varieties and Dialects, 

https://www.aclweb.org/anthology/W19-1400, 2019 (very cool) 
●​ Gabriel Bernier-Colborne, Cyril Goutte, Serge Léger, Improving Cuneiform Language 

Identification with BERT, Proceedings of the Sixth Workshop on NLP for Similar 
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https://www.aclweb.org/anthology/W19-1400
https://github.com/praekelt/feersum-lid-shared-task


Challenges 
Good training data for code switching and how people typically speak on twitter, WhatsApp, 
Facebook, etc. 
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