
Technical AI Safety Reading List 
(adapted from Cambridge Effective Altruism’s AGI Safety Fundamentals Syllabus--all credit to 

them) 
 

 

Week 1: AGI and superintelligence 
 
What do we mean by artificial general intelligence, and how might we achieve it? 
 
Required readings: 

-​ Three impacts of machine intelligence 
-​ AGI safety from first principles: Superintelligence (first half, ending at the start of the 

Paths to Superintelligence section) 
-​ The Bitter Lesson 

 
Optional readings: 

-​ Shah’s summary of Drexler’s Reframing Superintelligence report 
-​ Prosaic AI alignment 
-​ AI and compute 
-​ AI and efficiency 
-​ Understanding human intelligence through human limitations 
-​ The power of intelligence 

 
Optional exercises: 

-​ A crucial feature of AGI is that it will possess cognitive skills which are useful across a 
range of tasks, rather than just the tasks it was trained to perform. Which cognitive skills 
do humans possess that are useful both in our modern environment, and in the ancestral 
environment in which we evolved? 

-​ Optional: what are the most likely ways that the hypothesis that we will build AGIs which 
have transformative impacts on the world might be false? 

 

Week 2: Goals and misalignment 
 
This week we’ll focus on how and why AGIs might develop goals that are misaligned with those 
of humans, in particular when they’ve been trained using machine learning. 
 
Required readings: 

-​ The superintelligent will 

https://www.effectivealtruism.org/articles/three-impacts-of-machine-intelligence-paul-christiano/
https://www.alignmentforum.org/s/mzgtmmTKKn5MuCzFJ/p/eG3WhHS8CLNxuH6rT
http://www.incompleteideas.net/IncIdeas/BitterLesson.html
https://www.alignmentforum.org/posts/x3fNwSe5aWZb5yXEG/reframing-superintelligence-comprehensive-ai-services-as
https://ai-alignment.com/prosaic-ai-control-b959644d79c2
https://openai.com/blog/ai-and-compute/
https://openai.com/blog/ai-and-efficiency/
https://arxiv.org/abs/2009.14050
https://intelligence.org/2007/07/10/the-power-of-intelligence/
https://www.nickbostrom.com/superintelligentwill.pdf


-​ Introduction to Risks from Learned Optimisation 
-​ Will humans build goal-directed agents? 

 
Optional readings: 

-​ Specification gaming: the flip side of AI ingenuity 
-​ Risks from Learned Optimisation: The Inner Alignment Problem 
-​ Gwern on tool AI 
-​ AGI safety from first principles: Goals and agency (first half, ending at the start of The 

likelihood of developing highly agentic AGI section) 
-​ Coherence arguments do not imply goal-directed behaviour 
-​ Risks from Learned Optimisation: Conditions for mesa-optimisation 
-​ Evan Hubinger - podcast on Risks from Learned Optimisation 

 
Optional exercises: 

-​ Hubinger et al. distinguish between outer and inner alignment problems. Do the 
examples of specification gaming from the first post qualify as the former or the latter (or 
both)? What would need to change for you to answer differently? 

 

Week 3: Threat models (Part 1) 
 
Given previous arguments, what might it look like when major problems arise, and how could we 
prevent them? 
 
Required readings: 

-​ Risks from Learned Optimisation: Deceptive alignment 
-​ What failure looks like 

 
Optional readings: 

-​ Shah’s summary of Cotra’s report on transformative AI timelines 
-​ Clarifying What failure looks like (part 1) 

 
Optional exercises: 

-​ Christiano’s “influence-seeking systems” threat model in What Failure Looks Like is in 
some ways analogous to profit-seeking companies. What are the most important 
mechanisms preventing companies from catastrophic misbehaviour? Which of those 
would and wouldn’t apply to influence-seeking AIs? 

-​ Optional: what are the individual tasks involved in machine learning research (or some 
other type of research important for technological progress)? Identify the parts of the 
process which have already been automated, the parts of the process which seem like 
they could plausibly soon be automated, and the parts of the process which seem 
hardest to automate. 

 

https://www.lesswrong.com/s/r9tYkB2a8Fp4DN8yB/p/FkgsxrGf3QxhfLWHG
https://www.alignmentforum.org/posts/9zpT9dikrrebdq3Jf/will-humans-build-goal-directed-agents
https://medium.com/@deepmindsafetyresearch/specification-gaming-the-flip-side-of-ai-ingenuity-c85bdb0deeb4
https://www.alignmentforum.org/s/r9tYkB2a8Fp4DN8yB/p/pL56xPoniLvtMDQ4J
https://www.gwern.net/Tool-AI
https://www.alignmentforum.org/s/mzgtmmTKKn5MuCzFJ/p/bz5GdmCWj8o48726N
https://www.alignmentforum.org/s/4dHMdK5TLN6xcqtyc/p/NxF5G6CJiof6cemTw
https://www.alignmentforum.org/s/r9tYkB2a8Fp4DN8yB/p/q2rCMHNXazALgQpGH
https://axrp.net/episode/2021/02/17/episode-4-risks-from-learned-optimization-evan-hubinger.html
https://www.alignmentforum.org/posts/zthDPAjh9w6Ytbeks/deceptive-alignment
https://www.alignmentforum.org/posts/HBxe6wdjxK239zajf/what-failure-looks-like
https://www.alignmentforum.org/posts/KrJfoZzpSDpnrv9va/draft-report-on-ai-timelines?commentId=7d4q79ntst6ryaxWD
https://www.lesswrong.com/posts/v6Q7T335KCMxujhZu/clarifying-what-failure-looks-like-part-1


 

Week 4: Threat models (Part 2) 
 
Given previous arguments, what might it look like when major problems arise, and how could we 
prevent them? 
 
Required readings: 

-​ What multipolar failure looks like 
-​ Optimisation and the intelligence explosion 

 
Optional readings: 

-​ AI alignment landscape 
-​ Takeoff speeds 
-​ Shah’s summary of Cotra’s report on transformative AI timelines 
-​ Clarifying What failure looks like (part 1) 

 
Optional exercises: 

-​ Christiano’s “influence-seeking systems” threat model in What Failure Looks Like is in 
some ways analogous to profit-seeking companies. What are the most important 
mechanisms preventing companies from catastrophic misbehaviour? Which of those 
would and wouldn’t apply to influence-seeking AIs? 

-​ Optional: what are the individual tasks involved in machine learning research (or some 
other type of research important for technological progress)? Identify the parts of the 
process which have already been automated, the parts of the process which seem like 
they could plausibly soon be automated, and the parts of the process which seem 
hardest to automate. 

 
 

Week 5: Learning from humans 
 
This week, we look at three techniques for training AIs based on human data (all listed under 
“learn from teacher” in Christiano’s AI alignment landscape from last week). These are the core 
building blocks from which techniques for solving outer alignment problems are constructed. 
 
Required readings: 

-​ Imitation learning lecture (part 1 and part 3) 
-​ Deep RL from human preferences (now known as reward modeling) 
-​ Flint’s summary of Assistance Games 

 
Optional readings: 

-​ Ambitious vs narrow value learning 

https://www.lesswrong.com/posts/LpM3EAakwYdS6aRKf/what-multipolar-failure-looks-like-and-robust-agent-agnostic
https://www.lesswrong.com/posts/8vpf46nLMDYPC6wA4/optimization-and-the-intelligence-explosion
https://www.youtube.com/watch?time_continue=1178&v=-vsYtevJ2bc
https://sideways-view.com/2018/02/24/takeoff-speeds/
https://www.alignmentforum.org/posts/KrJfoZzpSDpnrv9va/draft-report-on-ai-timelines?commentId=7d4q79ntst6ryaxWD
https://www.lesswrong.com/posts/v6Q7T335KCMxujhZu/clarifying-what-failure-looks-like-part-1
https://ai-alignment.com/ai-alignment-landscape-d3773c37ae38
https://youtu.be/kGc8jOy5_zY
https://youtu.be/a5wkzPa4fO4
https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/
https://www.alignmentforum.org/posts/qPoaA5ZSedivA4xJa/our-take-on-chai-s-research-agenda-in-under-1500-words
https://ai-alignment.com/ambitious-vs-narrow-value-learning-99bd0c59847e


-​ Benefits of assistance over reward learning 
-​ Cooperative inverse reinforcement learning 
-​ Reward-rational (implicit) choice: a unifying formalism for reward learning 
-​ Occam’s razor is insufficient to infer the preferences of irrational agents 
-​ Alignment Newsletter summary of Human Compatible 

 
Optional exercises: 

-​ Imagine using reward modelling, as described in the second reading from this week, to 
train an AI to perform a complex task like building a castle in Minecraft. What sort of 
problems would you encounter? 

 

Week 6: Decomposing tasks for outer alignment 
 
The most prominent research directions in technical AGI safety involve scaling up 
human-in-the-loop methods by breaking down the process of supervision into subtasks whose 
correctness we can be confident about. We’ll cover three closely-related variants this week (all 
classed under “build a better teacher” in Christiano’s AI alignment landscape). 
 
Required readings: 

-​ An overview of 11 proposals for building safe advanced AI (introduction then proposals 
3, 8, and 9. Proposals 2 and 7 may be useful as background for these.) 

-​ Humans consulting HCH 
-​ AI safety via debate blog post 

 
Optional readings: 

-​ Scalable agent alignment via reward modelling (only section 3.2: recursive reward 
modelling) 

-​ Ajeya Cotra’s summary of Iterated Distillation and Amplification 
-​ Supervising strong learners by amplifying weak experts 

 
Optional exercises: 

-​ A complex task like running a factory can be broken down into subtasks in a fairly 
straightforward way, allowing a large team of workers to perform much better than even 
an exceptionally talented individual. Describe a task where teams have much less of an 
advantage over the best individuals. Why doesn’t your task benefit as much from being 
broken down into subtasks? 

 

Week 7: Other paradigms for safety work 
 
A lot of safety work focuses on “shifting the paradigm” of AI research. This week we’ll cover 
three ways in which safety researchers have attempted to do so. 

https://drive.google.com/file/d/1Xp9p6RLNjZrgsdEbGIJK61FnV_drDTQf/view
https://arxiv.org/abs/1606.03137
https://arxiv.org/pdf/2002.04833.pdf
https://arxiv.org/pdf/1712.05812.pdf
https://mailchi.mp/59ddebcb3b9a/an-69-stuart-russells-new-book-on-why-we-need-to-replace-the-standard-model-of-ai
https://ai-alignment.com/ai-alignment-landscape-d3773c37ae38
https://www.alignmentforum.org/posts/fRsjBseRuvRhMPPE5/an-overview-of-11-proposals-for-building-safe-advanced-ai
https://ai-alignment.com/humans-consulting-hch-f893f6051455
https://openai.com/blog/debate/
https://arxiv.org/abs/1811.07871
https://ai-alignment.com/iterated-distillation-and-amplification-157debfd1616
https://arxiv.org/abs/1810.08575


 
Required readings: 

-​ Embedded agents 
-​ Chris Olah’s views on AGI safety 
-​ Open questions in creating safe open-ended AI (first half, ending at the heading 

Research Directions for Safe Open-Ended AI) 
 
Optional readings: 

-​ Open problems in cooperative AI 
-​ Zoom In: an introduction to circuits 
-​ Multi-agent safety 
-​ Emergent tool use from multi-agent interaction 
-​ The rocket alignment problem 

 
Optional exercises: 

-​ Interpretability work on artificial neural networks is closely related to interpretability work 
on biological neural networks (aka brains). Describe two ways in which the former is 
easier than the latter, and two ways in which it’s harder. 

-​ Optional (for those who are familiar with the POMDP framework): what are the most 
important disanalogies between POMDPs and the real world? 

 

Week 8: AGI safety in context 
 
In the last week of curriculum content, we’ll look at the field of AI governance, as well as more 
general work on preparing for a future in which artificial minds play a major role. 
 
Required readings: 

-​ Risks from AI: structure, accident, misuse 
-​ GovAI agenda (AI politics section, pages 34-47) 

 
Optional readings: 

-​ The vulnerable world hypothesis 
-​ The windfall clause: distributing the benefits of AI for the common good 
-​ Sharing the world with digital minds 
-​ Cooperation, conflict and transformative AI: preface and sections 1 and 2 

 
Optional exercises: 

-​ In what ways has humanity’s response to other threats (e.g. nuclear weapons, 
pandemics) been better than we would have expected beforehand? In what ways has it 
been worse? Why? 

 

https://intelligence.org/2018/10/29/embedded-agents/
https://www.alignmentforum.org/posts/X2i9dQQK3gETCyqh2/chris-olah-s-views-on-agi-safety
https://arxiv.org/abs/2006.07495
https://arxiv.org/abs/2012.08630
https://distill.pub/2020/circuits/zoom-in/
https://www.alignmentforum.org/s/boLPsyNwd6teK5key/p/BXMCgpktdiawT3K5v
https://openai.com/blog/emergent-tool-use/
https://intelligence.org/2018/10/03/rocket-alignment/
https://en.wikipedia.org/wiki/Partially_observable_Markov_decision_process
https://www.lawfareblog.com/thinking-about-risks-ai-accidents-misuse-and-structure
https://www.fhi.ox.ac.uk/wp-content/uploads/GovAI-Agenda.pdf
https://www.nickbostrom.com/papers/vulnerable.pdf
https://www.fhi.ox.ac.uk/wp-content/uploads/Windfall-Clause-Report.pdf
https://nickbostrom.com/papers/digital-minds.pdf
https://www.alignmentforum.org/s/p947tK8CoBbdpPtyK/p/DbuCdEbkh4wL5cjJ5
https://www.alignmentforum.org/s/p947tK8CoBbdpPtyK/p/KMocAf9jnAKc2jXri
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