Chp70-1. Evaluate the profit comparison of four e-commerce
website designs A/B/C/D. Which pairs of designs have
significant differences when the samples conform to a normal
distribution and the variances are equal?

(Using SPSS software for analysis, Shapiro—Wilk normality
test + ANOVA test + Tukey HSD post-hoc test)

(1). [Concept]: The complexity and difficulty of One-Way
ANOVA: It has 3 basic assumptions.

3 basic assumptions of One-Way ANOVA:
1. Each group of samples is independent
2. Each sample comes from a normally distributed population

3. The variances of each population are equal

(2). [Statistical Test Judgment Schematic Diagram]: Basic
diagram, advanced diagram
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2-2 Advanced diagram (ANOVA test)
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(3). [SPSS Implementation]: So the first step in doing one-way
ANOVA is to check: Does the sample conform to a normal
distribution?
How to perform the Shapiro—Wilk normality test in SPSS

1. Open SPSS and load the data
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2. Select the statistical test path

o Click Analyze — Descriptive Statistics — Explore.
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3. Set variables
o Inthe Dependent List, select the numerical variable to be tested for normality.

o Inthe Factor List, you can select a categorical variable (can be omitted).
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4. Enable normality test
o Click the Plots button.
o On the Descriptive page, check Normality plots with tests.
o Make sure the Shapiro-Wilk test is included (
o SPSS automatically calculates Shapiro-Wilk when the sample size is less than 50,

o Kolmogorov-Smirnov test is provided when the sample size exceeds 50).
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How to interpret the results
e In the output Tests of Normality table:
o Shapiro-Wilk's p-value (Sig.)
If p > 0.05, it means that the data follows a normal distribution.

If p <0.05, it means that the data deviates significantly from the normal

distribution.
AR MOE
Kolmogorov-Smirnov® Shapiro-Wilk
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Conclusion: Because the sample size is 450, look at the
[Kolmogorov-Smirnov test]

Significance p-value > 0.05, so it means that the data conforms to a
normal distribution

Graphical proof 1: Histogram
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Graphical proof 2: QQ plot (data must be on a straight line to be

normally distributed)
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Graphical proof 3: Detrended QQ plot (data must be close to the

horizontal 0 axis to be normally distributed)
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Graphical proof 4: Box plot (data must not have outliers outside the

quartiles to be normally distributed)
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(4). [Concept]: If the data conforms to a normal
distribution and the variances are not equal, ANOVA test
can be used, Welch ANOVA test cannot be used

3 basic assumptions of One-Way ANOVA:

1. Each group of samples is independent

2. Each sample comes from a normally distributed population

3. The variances of each population are equal

Advanced diagram (ANOVA test)
BEEFEEHSH (One-Way ANOVA ) BETEASERTHER
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(5). [SPSS Implementation]: ANOVA test

When processing 3 groups of population samples in SPSS, if you want to
perform one-way ANOVA, you must check whether the variances are equal
(homogeneity of variance) before the formal analysis.

This check is usually performed through Levene’s Test.

{74 SPSS steps to check whether the variances are equal (Levene's Test)

s SPSS Operation Steps:
1. Open the data file

2. Click the menu: Analyze — Compare Means — One-Way ANOVA



o

#iA) BEEG BIC 2AEAL #|WEW RHAE

#EP) » ﬁ E % ;“:
kst E) »

P g A M) | s,
—BEREEANG) T T A
- " B w1

e " muss TeeRE
o ' ] A THREE)..
#EESD) N

HHBIlAY , | RESBABARQ)..

3. In the pop-up window:
o Put the continuous variable into "Dependent List"

o Put the categorical variable into "Factor"
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4. Click the [Options] on the right
o Check "Homogeneity of variance test"

o You can also check "Descriptive"
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] Interpretation of output results (Levene’s Test):



In the SPSS output table, you will see a block labeled: Test of Homogeneity of
Variances
Including:
e F value, df1, df2, Sig. (p value)
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Levene's Test &R HIER anhA
p > 0.05 SREPAS (Z2R) a11E A One-Way ANOVA
p < 0.05 BEILE (FEH) A EERES ANOVA » WA Welch ANOVA

Conclusion: Because the significance p-value 0.979 > 0.05,
So it means: the variances are equal, use Anova, do not use Welch

Anova

(5). [SPSS Implementation]: ANOVA test
SPSS provides ANOVA as an option for One-Way ANOVA.

Steps
1. Open SPSS and load the data
2. Select ANOVA
o Click Analyze — Compare Means — One-Way ANOVA.
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3. Set variables
o Dependent List: Select the continuous variable to be compared (such
as test scores, income, etc.).

o Factor: Select the categorical variable (such as group).
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How to interpret ANOVA results
In the output "Robust Tests of Equality of Means" table:
e Test p-value (Sig.)
o p > 0.05: No significant difference between groups.
o p =<0.05: At least one group's mean is significantly different from

other groups.
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Conclusion: Because the significance p-value 0.00 < 0.05,
So it means: At least one group’s mean is significantly different from

other groups

(6). [Implementation]: [Post-hoc Test: Tukey HSD test]

o Tukey HSD test Post-hoc Test
How to perform the Tukey HSD test in SPSS
Tukey HSD post-hoc test can be performed through One-Way ANOVA.
Steps
1. Open SPSS and load the data
2. Select One-Way ANOVA
o Click Analyze — Compare Means — One-Way ANOVA.
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3. Select variables
o Dependent List: Select the numerical variable to be compared (such as scores,
measurements).
o Factor: Select the categorical variable used for grouping (such as different

groups).
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4. Enable Tukey HSD post-hoc test
o Click the Post Hoc button.
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o Inthe Equal Variances Not Assumed area, check Tukey HSD test.
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How to interpret SPSS Tukey HSD test results

SPSS will output a "Multiple Comparisons" table, where:

e Mean Difference: Shows the mean difference between two groups.

e Std. Error: Estimated error.

e Sig. (significance p-value):

o p > 0.05: No significant difference between the two groups.

o p =0.05: There is a significant difference between the two groups.
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*See [Significance p-value]

1. [For design style 1] = See if the significance value is < 0.05
=» [Only design style 3 has a p-value of 0.003 < 0. 05]

=» Indicates [There is a significant difference in the effect
between designs 1/3]

2. [For design style 2] = See if the significance value is < 0.05
=» [Only design style 3 has a p-value of 0.005 < 0. 05]

=» Indicates [There is a significant difference in the effect
between designs 2/3]

3. [For design style 3] = See if the significance value is < 0.05

=» [Only design style 3 has a p-value of 0.003 < 0.05]
=» Indicates [There is a significant difference in the effect
between designs 3/1, 2, 4]

4. [For design style 4] = See if the significance value is < 0.05



=» [Only design style 3 has a p-value of 0.033 < 0.05]
=» Indicates [There is a significant difference in the effect
between designs 4/3]

(5-3). Step 2 Conclusion:

1. [Conclusion 1]: For the original design [design style 1],

The improved [3rd design] can best increase the [sales amount] to
[93.274] yuan, which is the highest. The range of increase (upper limit,
lower limit) is [23.57~162.98]

2. [Conclusion 2]: For the original design [design style 1],

The improved [2nd, 4th design] is not the best. Although it can
increase the [upper limit, lower limit] of the [sales amount], it may be
[positive] or [negative], so the improvement effect is not significant

(therefore p-value > 0.05)

3. [Conclusion 3]: Use [tukey HSD test] to observe the [upper limit,
lower limit, average difference] between the [design style 3 vs original
design style 1] with the highest effect,

Let the [manager] know that the [sales amount can be increased by an
average of 93.274] after modifying the design, so that the [time to

recover the cost] can be roughly calculated



4. [Conclusion 4]: Use [tukey HSD test] to observe the [upper limit,
lower limit, average difference] between the [design style 2, 4] vs
[original design style 1] with the second highest effect. Although the
average value has increased, the [upper limit, lower limit] oscillates
between [positive value ~ negative value], so it cannot be guaranteed
to increase the [sales amount], so it is not included in the design

consideration (because p-value > 0.05)

5. [Conclusion 5]: Make a [Recommendation table of A/B/C/D plans]
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a%at3 1330 1
axat4 1256 2
a%at2 1240 3
axat 1([RAE%ET) 1236 4

(7). [Drawing]: Box plot
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(8). [Drawing]
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