
Linear Algebra MAT313 Fall 2022
Professor Sormani
Review for the Final

A short video to see what this review is about.

The Final has two 25 minute parts.
It is very challenging
but is only 20% of your course grade
so do not worry too much.

Part I is about Linear Maps
(Lessons 27-28) 60%

Part II is about Vector Spaces and Diagonalization
(Lessons 24 and 26) 40%

A short video to see what this review is about.

You may glance over this sample before reviewing:

https://sites.google.com/site/professorsormani/home/teaching/linalg-22
https://sites.google.com/site/professorsormani/home
https://youtu.be/C-iYST7FU7Y
https://youtu.be/C-iYST7FU7Y




Later you can practice two sample Part I and two sample Part II and read the solutions or
watch videos explaining the solutions.

First some key pages from key lessons for our review:

Review Lesson 3 and 5: Row Reduction to Reduced Echelon Form
You will do this for a matrix which is very easy to reduce if you follow the rules of row
reduction reviewed here.

https://docs.google.com/document/d/1Yqrxa2w2xcqmbGfNVbiKCaGbwnc7jT_PItvVgxL8zE8/edit










****************************
Lessons 7, 9, 10, 14, and 16: Matrices
****************************



Lesson 7 a matrix times a vector:







Review Lesson 9: proofs with matrix multiplication







Thm I and Thm II above might be useful on your final. You now know this implies matrix
multiplication defines a linear map.

Review Lesson 10: Linear Transformations
You now know Linear Transformations are Linear Maps



Review Lesson 14: Multiplying Matrices



Review Lesson 16: Inverses of Matrices



*************************************
Review from Lesson 20 and 21: Basis Span Subspaces Null spaces
**************************************













Gram-Schmidt is not on the final but remember it is useful:



*************************************
Review Lesson 11: Eigenvalues and Eigenvectors
Review Lesson 23: Eigenspaces
***************************************





















Review Lesson 24: Diagonalization and Orthogonal Matrices







In particular, if you have a diagonalized matrix, you know its eigenvalues from D and the
eigenspaces can be found using the columns of P that correspond to each eigenvalue.
The span of the corresponding columns will be the eigenspace.

Finally we have the Spectral Theorem which involves special orthonormal eigenvectors
to create an orthogonal matrix P. A matrix P is Orthogonal if its inverse is equal to its
transpose which happens when the columns are orthonormal.

****************************************
Review Lesson 26: Vector Spaces
Review Lesson 27: Linear Maps
Review Lesson 28: Basis and Dimension, one to one, onto,
******************************************







*********************
SAMPLE FINALS
*********************



Two samples are included for each part for you to practice after reviewing:

Sample Part I

Try it before looking at the solution Playlist 313F22-FP1-S1:

https://youtube.com/playlist?list=PLRHpZu30FKOXkGfrGnaPklJCerAWWiTnx




Second sample Part I:



Try it before looking at the solutions Playlist 313F22-FP1-S2 :

https://youtube.com/playlist?list=PLRHpZu30FKOXFpJG0_Bo-sfD_8g0womvF


Sample Part II



Try it before looking at these solutions Video 313F22-FP2-S1

https://youtu.be/gw5mSR9nJ8Y




Second sample Part II



Try it before looking at these solutions Video 313F22-FP2-S2

https://youtu.be/8qTk-I2PqqA





