
12:30 pm Central 
URL: https://unl.zoom.us/j/183382852 
Phone: +1 669 900 6833  or +1 408 638 0968  or +1 646 876 9923 
Meeting ID: 183 382 852 (password required) 

Operations Meeting October 6, 2023 
Attendees: Shawn, Derek, Jeff D, John, Huijun 
Apologies:  

Fires 
●​  

Announcements 
●​ Jeff D is on Freshdesk triage next week, Moate is up the following week 

Nebraska (Derek, John, Huijun, Ashton)  
●​ GRACC 

○​ Looking at opensearch alternative. 
●​ OASIS 

○​  
●​ OSG Status Page (https://status.opensciencegrid.org/) 

○​  
●​ Check_MK - Alerting 

○​  
●​ CVMFS origin 

○​ Derek is still removing directories from /cvmfs/stash.osgstorage.org/… takes a 
long time. 

●​ XRootD monitoring collector 
○​  

●​ CVMFS Singularity sync 
○​  

Madison (Brian Lin, Jeff Peterson, Jason) 
●​  

 

Tiger 
●​  

https://unl.zoom.us/j/183382852
https://status.opensciencegrid.org/


Frontends 
●​ JLAB  

○​  
●​ LIGO 

○​  
●​ GLUEX  

Chicago/Collaborations (Pascal) 
●​  

Michigan (Shawn)  
●​ Some data issues from the August 7 network data pipeline transition.  Almost all have been 

addressed except for some remaining incorrect throughput results between Aug 7 and 
approximately .   Problem is that rather than “rate” in Bits/second the Sep 24, 2023
throughput number represents the total byte transferred.  Needs to be divided by 25 seconds 
and multiplied by 8 to get Bits/second. 

●​ Still need to enable data flow to Nebraska ES and backup on tape at FNAL (John, Ilija and 
Shawn need to chat) 

UCSD (Jeff, Diego, Fabio) 
MISC: 

●​  

Central Manager 
-​  

Frontends 
-​ UCSD CMS: 

-​  
 

-​ UCLHC 
-​  

Caches: 
●​  

Hosted CEs 
●​ Continuing gitops migrations 



○​ 11 CEs left to migrate. 4 CEs to tear down. 22 Migrated 
○​ 2 more CEs for AMNH migrated. Short outage, but should be working now. 
○​ Followed up with Clarkson Acres (River CE) as they said they wouldn’t be able to 

do firewall changes until mid september. They’re one of two CEs left to migrate 
off River. Other CE is FIU which is currently broken but can be migrated anytime 
and debugged in tempest. 

○​ Updated ODU-Ubuntu CE to work with OS change to Rocky. Continuing to debug 
disk filling issues with Jaime. FIU seems to be having same issues as ODU 
Ubuntu. 

●​ New CE for LIGO Hanford install in progress. Waiting on response from site to proceed. 
Person who put in the original ticket is on vacation. 

GWMS Factory 
●​ Upgraded dev k8s instance to al9 OSG 23 image (gwms-3.10.5) plan to also upgrade 

prod k8s factory to it on Monday 

AOB 
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