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Low-precision or quantized training can improve the computational efficiency of training deep
neural networks (DNN). In addition, this automatically enables the quantization of the model
at inference time, allowing them to be deployed on resource-constrained devices.

While the precision for the weights and activations is typically chosen a priori and remains
fixed throughout training, recent work [Dremov et al., 2025][Wolfe et al., 2024] suggest that
changing the precision during training is in fact beneficial.

Given a fixed memory and compute budget, the question arises how to allocate the budget
optimally throughout training. For fixed precision formats, Pareto-optimal quantization has
been studied for ResNets [Abdolrashidi et al., 2021] and MobileNets [De Putter et al., 2025],
but less so in more modern model architectures, such as transformers or state-space
models.

The goal of this project is to further explore the potential of scheduling or adaptively
adjusting the precision over the course of training. This involves studying the trade-off
between quantizing weights and activations and exploring critical learning periods [Achille et
al., 2018] for quantization.

Prerequisites

Experience in Linear Algebra, Calculus
Experience with optimization algorithms
Preferably a good grade for Continuous Optimization and Foundations of Deep
Learning

e Experience in using Python libraries, such as Torch, particularly in implementing the
model training.

Key research questions

e Does the pareto-optimal quantization curve differ between transformers and ResNets
and convolutional networks?

e Can one improve upon the pareto-optimal quantization frontier by scheduling the
precision of weights and activations?

e Are there periods in training, which are more critical to quantization than others?
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