Seminar on Incentives and Learning
(Winter 2022-23)

Hi and welcome to the seminar! We meet every Monday 12:30-14:20. Every week, three students
will have 90 minutes to present a paper to the class. In the remaining 10 minutes we will have a
discussion led by student “reviewers” of the paper.

Course requirements:

Main task: Your main task is to carefully read, understand, and present a paper to the class
with your partners. Grading is individual.

a. After your presentation please upload your slides (e.g. to Dropbox) and share a link
in the table below (see the first row for reference). The slides may be used for
reference by the other students, and will be used for grading.

Secondary task (mandatory): Read one additional paper and serve as a “reviewer” (reviewing
the paper, not its presentation) - write a 1-page review of the paper, and lead the 10-20
minute discussion of it in class. Submit the review via Google Form before the meeting in
which the paper is discussed. The format will be similar to peer reviews in top conferences.
Attendance: You may miss up to one meeting on weeks #2 to #13 (in case of special
circumstances like “miluim”/sickness/etc. please email me). It is possible (but not advised) to
participate by Zoom link; Meeting ID: 955 2126 3682; Passcode: bandit

Bonus points for helpful participation in class!

Presentation requirements (also used as grading criteria):

Situate the paper you’re presenting within the past and present literature - don’t forget to
survey follow-up work.

a. Look for the journal version of your paper and for online talks given by the authors.
Please make sure to pick one or more main technical results or proof techniques and explain
the technical ideas behind them. You may also pick a technical topic that comes up in the
paper (for example, VC dimension, Gittins index, etc.) and teach it to the class.

a. Thereis no need to cover in your talk all the results in the paper.
Critical thinking: Come up with directions for future research and/or identify weaknesses in
the paper, both as a speaker and as a reviewer.
Please practice your presentation to make sure it is streamlined, clear and engaging.

a. Use figures and examples wherever possible.

b. Please number your slides.

Materials and books: See below.



https://forms.gle/YMNEJjn9DXvP8NLN8
https://technion.zoom.us/j/95521263682?pwd=ZDRXdHdQYS84THd4cDJyemd4b3V4Zz09

Date

#1
Oct 24
link

#2
Oct 31
link

#3
Nov 7
link

#4

Nov 14
link

Nov 21
link

Nov 28

link
link

Paper

P. Dhangwatnotai, T.
Roughgarden and Q. Yan.
Revenue Maximization
with a Single Sample.
Games and Economic
Behavior 2015.

Braverman et al. Selling
to a no-regret buyer.

EC’18.

Kolumbus and Nisan.
Auctions between
regret-minimizing
agents. WWW’22.

Paul Ditting, Zhe Feng,
Harikrishna Narasimhan,
David C. Parkes. Optimal
Auctions through Deep
Learning. ICML'19.

M. Hardt, N. Megiddo, C.
Papadimitriou and M.
Wootters. Strategic
Classification. ITCS’16.

J. Kleinberg, S.
Mullainathan and M.
Raghavan. How Do
Classifiers Induce Agents
To Invest Effort
Strategically? EC'19.

Topic

Introduction to the
seminar + guest lecture on
“Auctions in the Wild”

Introduction to
mechanism design and
sample complexity

Mechanism design with
learning agent

Mechanism design with
learning agents

Mechanism design via

deep learning

Strategic classification -

gaming

Strategic classification -
incentivizing effort
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https://www.dropbox.com/s/fscx44od6tswdoz/Introduction-to-seminar.pdf?dl=0
https://docs.google.com/presentation/d/15f6l0vZgbicK7MM5Z_XzUdAk5Xw8I8oxvyU7UomZoi4/edit?usp=sharing
https://technionmail-my.sharepoint.com/:p:/g/personal/idokolman_campus_technion_ac_il/EXVU8UcbwLRGgiYWG7SYDqsBU842vySASgmIotw5LCCh-Q?e=p8N4in
https://technionmail-my.sharepoint.com/:p:/g/personal/d_yehezkel_campus_technion_ac_il/Ebzbv1URKKZHmpj8d3HKLxwB_90xtvOgLiSnRSfzXfoC3A?e=80srxs
https://1drv.ms/p/s!ApnYABxWYXuNgZVpHFuua5qBuHwbBQ?e=6KNbi9
https://drive.google.com/file/d/1pNPwiyHIM30pMwOwZautM1hkKC0PVWWx/view?usp=sharing
https://docs.google.com/presentation/d/1aLPa6YGdICPyUV2HFD5VX9gVzh38BFk1/edit?usp=sharing&ouid=111481961133844887744&rtpof=true&sd=true
https://docs.google.com/presentation/d/1aLPa6YGdICPyUV2HFD5VX9gVzh38BFk1/edit?usp=sharing&ouid=111481961133844887744&rtpof=true&sd=true
https://www.canva.com/design/DAFSegNBFjA/KLumMHvDp6gcMjvaAMWZZg/view?utm_content=DAFSegNBFjA&utm_campaign=designshare&utm_medium=link&utm_source=publishsharelink

#8
Dec 12
link

Dec 19
#9

Dec 26
link

#10
Jan 2
link

#11
Jan 9
link
lab

#12
Jan 16
link

#13
Jan 23
link

Sundaram et al.
PAC-Learning for

Strategic Classification.

ICML'21.

No class

Bacon et al. Predicting
Your Own Effort.
AAMAS’12.

Waggoner. Proper

Scoring Rules. Blog post

from “The Tiger’s
Stripes” 2018.

Bates et al.
Principal-agent
hypothesis testing.
Working paper.

Arora et al.
Generalization and
Equilibrium in
Generative Adversarial
Nets (GANs). ICML'17.

Blum et al. One for One,

or All for All: Equilibria
and Optimality of
Collaboration in
Federated Learning.
ICML'21.

J. Kleinberg, S.
Mullainathan and M.
Raghavan. Inherent
Trade-Offs in the Fair
Determination of Risk
Scores. ITCS'17.

Strategic classification -
PAC learning

Scoring rules: How can we
incentivize an agent to
make an accurate
prediction?

Hypothesis testing

GANs

Federated learning

Fairness
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https://docs.google.com/presentation/d/1bTdSQLYvBpYSzv4ibjMBOYMbXexdMuGV/edit?usp=sharing&ouid=113533847454279342250&rtpof=true&sd=true
https://docs.google.com/presentation/d/1HmTDPEVVelcKj9E6DHeV0bKmiK839YdHzg7R4Z5F5W4/edit?usp=sharing
https://technionmail-my.sharepoint.com/:p:/g/personal/tomazoulay_campus_technion_ac_il/EZU5bd_-1pNChPimSlznDpQBBGF8g9xsSNOTiBreafxrfQ?rtime=QnsiWAf32kg
https://www.dropbox.com/s/sf19gfdisanv29f/Incentives%20Seminar%20GANs.pptx?dl=0
https://www.dropbox.com/s/usii8u7djaoiexa/gans_seminar_lab.ipynb?dl=0
https://drive.google.com/file/d/1IAo-uBo8BFUOO_mgL7r2ukNXlVRxhYqm/view?usp=sharing

Materials on AGT and learning

Courses, tutorials, talks etc.:

U. Chicago Fall 2022 course: https://www.haifeng-xu.com/cmsc35401fa22/index.htm
MIT Spring 2019 course: http://vsyrgkanis.com/6853sp19/

TAU Fall 2018 course: http://advanced-topics-ml-agt-tau-2018.wikidot.com/
NeurlPS’21 workshops: https://www.strategic-ml.com/
https://sites.google.com/view/strategicml/about

EC’19 workshop: Learning in Presence of Strategic Behavior

EC’17 tutorial on incentivizing and coordinating exploration

EC’16 tutorial on algorithmic game theory and data science

Dagstuhl 2017 seminar:
https://www.dagstuhl.de/de/programm/kalender/semhp/?semnr=17251
Papadimitriou’s 2015 talk at the Simons Institute:
https://simons.berkeley.edu/talks/christos-papadimitriou-2015-11-20

Twenty Lectures on Algorithmic Game Theory, by Tim Roughgarden, Cambridge University
Press, 2016.

Mechanism Design and Approximation, by Jason Hartline.

Algorithmic Game Theory, by Noam Nisan, Tim Roughgarden, Eva Tardos, Vijay V. Vazirani
(eds.), Cambridge University Press, 2007.

Online Learning and Online Convex Optimization, by Shai Shalev-Shwartz, Foundations and
Trends in Machine Learning, 2011.

Understanding Machine Learning: From Theory to Algorithms, by Shai Shalev-Shwartz and
Shai Ben-David, Cambridge University Press, 2014.

Prediction, Learning, and Games, by N. Cesa-Bianchi and G. Lugosi, Cambridge University
Press, 2006.

Introduction to Multi-Armed Bandits, by A. Slivkins, Foundations and Trends in Machine
Learning, 2019.

See also on my homepage under “Recommended links for students” the links “How to read a paper”
and “Tim Roughgarden's AGT courses”.


https://www.haifeng-xu.com/cmsc35401fa22/index.htm
http://vsyrgkanis.com/6853sp19/
http://advanced-topics-ml-agt-tau-2018.wikidot.com/
https://www.strategic-ml.com/
https://sites.google.com/view/strategicml/about
https://sites.google.com/view/eclearning2019/about
http://www.sigecom.org/ec17/Tutorials/Incentivizing%20and%20Coordinating%20Exploration.pdf
http://www.sigecom.org/ec16/Tutorials/Algorithmic-Game-Theory-and-Data-Science.pdf
https://www.dagstuhl.de/de/programm/kalender/semhp/?semnr=17251
https://simons.berkeley.edu/talks/christos-papadimitriou-2015-11-20
https://www.cambridge.org/core/books/twenty-lectures-on-algorithmic-game-theory/A9D9427C8F43E7DAEF8C702755B6D72B
http://jasonhartline.com/MDnA/
http://www.cambridge.org/journals/nisan/downloads/Nisan_Non-printable.pdf
http://www.cs.huji.ac.il/~shais/papers/OLsurvey.pdf
http://www.cs.huji.ac.il/~shais/UnderstandingMachineLearning/understanding-machine-learning-theory-algorithms.pdf
https://www.google.com/search?client=firefox-b-d&q=Prediction%2C+Learning%2C+and+Games#
https://arxiv.org/abs/1904.07272
http://www.inbaltalgam.com/team.html
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