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Abstract—Online News Portals arecurrently one of the primary 
sources used by people, though its credibility is under serious 
question. Because the problem associated with this is 
Click-bait. Click-baiting being the growing phenomenon on 
internet has the potential to intentionally mislead and attract 
online viewership thereby earning considerable revenue for the 
agencies providing such false information. There is need for 
accurately detecting such events on online-platforms before the 
user becomes a victim. 
research in this field is still active in trying to enhance the 
accuracy of these  
systems. In this paper, we will use supervised machine  
learning. 
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, research in this field is still active in trying to enhance the 
accuracy of these  
systems. In this paper, 
The solution incorporates a Novel Neural Network Approach 
based on FastText Word2Vec Embeddings provided by 
Facebook and Natural Language Processing where Headlines 
are specifically taken into consideration. The proposed system 
consists of Hybrid Bi- Directional LSTM-CNN model and MLP 
model. Promising Results have been achieved when tested on a 
dataset of 32,000 columns equally distributed as Click-bait and 
Non-Click-bait, in terms of Accuracy, Precision and Recall. 
The graphs achieved are also self-explanatory in terms of 
reliability of the system. A comparative analysis is also been 
done to show the effectiveness of our model in terms of 
detecting Click-bait which is heavily present on-line. 
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I.​ INTRODUCTION 
Currently, print media is replaced by digital media, resulting 
in the increasing number of news portals that provides a 
number of information. The growth of online media led to 
clickbait, which is a negative impact of online journalism 
referring to the use of excessive or sensational headlines 
with only aim to attract traffic and clicks to increase site 
revenue. It is usually written in a language which is 
misleading and has provocative sentences. A title gives an 

initial impression and influences the user's perception and is 
an essential element in the news. A theory proposed by 
Lowenstein states that clickbait is formed by knowledge 
gaps created by one's curiosity in certain matters. This gap is 
capable of affecting one's emotions. 
In the age of instant access to internet, people are 
increasingly consuming more and more contents in the form 
of news, images and videos for e.g., YouTube from internet 
rather than trusted cable networks and news agencies 
 

 
Figure 1: Overview of Clickbait 

The time spent by peopleon online media is expected to be 
much more than thetime they spend on traditional TV 
worldwide in the year 2019.Considering, YouTubehas more 
than a billion users covering almost one-third of the Internet 
population andreaches billions of views per day. An online 
newstypically is made up of title,thumbnail, and the video 
content. Before the news the title and thumbnail (in case of 
video) are visible to theviewers, before they click and 
actually identify the content. Hence, headlines are found to 
be the crucial factors thatattracts the users to click and watch 
any video.The content is clearly different from its title or 
thumbnail.The content is specially generated to attract 
viewers to click videoand increase the viewership of the 
video. However, spreading of clickbait videoswastes the 
time of viewers also decreases the trustworthiness towards 
journalism. Some of the common examples of clickbait 
headlines are: 
 

1.​ You won’t believe…... 
2.​ These 12 tricks ……will change your life…… 
3.​ Omg!!! Click to see what happens next…. 

 
Using intentionally deceiving links, tweets, or social media 
posts to attract onlineviewership, are all strategies of click 
baiting and it has been one method of flooding 
misinformation on the internet.A lot of attention has come 
towardsClick-bait even though research in the field of 
clickbait detection is still in an early phase.Because of the 
extensive use of clickbaitin online media and news, 
significant fallout has startedto happen against social media 
platforms where any such content is found. Social Media 
platforms such as Facebook decided to take action against 
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such clickbait activities, however it still continues to be 
flooded with such articles. To fight against this, huge 
number ofTwitter handles have emerged and gained number 
of followings, with only purpose to identify clickbait. 
Handles such as @SavedYouAClickand @HuffPoSpoilers 
are consistentlyupdating their feeds with such posts to create 
awarenessabout them. 
The method is bit time taking because of their manual 
detection as users running those accounts themselves read 
andclassify the tweet as clickbait or not for the benefit of 
people. According to sources sentimental headlines create 
more curiosity among people and leads to clickbait.Around 
69, 000 headlines from four internationalmedia houses in 
2014 were analyzed based on polarity of sentimentsand 
found extremities in sentimentsresulted in increased 
popularity.  
Headlines are the firstimpression and it can affect how the 
news articles are considered by users. 
A headline strongly affects which existing knowledge is 
triggered in one’s brain.By its way of phrasing, a headline 
can dominate one’smindset so that readers later recall details 
that coincide withwhat they were expecting, leading 
individuals to perceive thesame content differently 
according to the headline. 
Another explanation isthe frequently said Loewenstein’s 
information gap theory.In simple words, the theory states 
that whenever we distinguisha gap between what we already 
know and what is unknown to us,that gap has emotional 
consequences. Such information gaps lead us towards false 
content provided online. 
 
 
 

 

 
 
 
 

Figure 2: Effect of clickbait on mental state  
 
 

II.​ LITERATURE SURVEY 
 

The click-bait detection system proposed here has been 
primarily built upon feature extraction. Where in total 60 
features are taken into consideration[1]. The baseline 
experimental setup constitutes: 
a) Logistic Regression,  
b) Support Vector Machine  
c) Convolutional Neural Network 
d) Parallel Convolutional Highway Network 
In the following model wordembeddings learned from a 
large corpus is used.The corpus consists of the data collected 
from Reddit, Facebook, Twitter, and keeping the 
hyperparameters constant, the word embeddings are then fed 
to convolutional neural network [2]. The model here 

achieves higher accuracy without any feature extraction or 
hyperparameter tuning. A simple CNN with one layer of 
convolution is used here. 
This paper proposes the approach based on machine learning 
for detection of Thai clickbait. The clickbait messages often 
adopt eye-catching on wording, lagging of information on a 
content to attract visitors. We contribute the clickbait corpus 
by crowdsourcing, 30,000 of headlines are selected to draw 
up the dataset [3]. In this work attempt to develop clickbait 
detection model using two type of features in the embedding 
layer and three different of networks in the hidden layer.  
Bi-LSTM with word levelembedding performs very well 
achieving accuracy rate of 0.98, f1-score of 0.98. 
Clickbait spread wider and wider, with the development of 
online advertisements. It dissatisfies users because the 
article content does not go along with their expectation. 
Thus, recently clickbait detection has attracted more and 
more attention. Because of the limited information in 
headlines [4] traditional clickbait-detection methods rely on 
heavy feature engineering and fail to distinguish clickbait 
from normal headlines precisely. A convolutional neural 
network is useful for clickbait detection, since it uses 
pretrainedWord2Vec embeddings to understand the 
headlines semantically, and using different kernels finds 
various characteristic feature of the headlines.  
However, different types of articles use different ways to 
gain users attention, and a pretrainedWord2Vec model 
cannot distinguish them easily. To address theseissues, a 
clickbait convolutional neural network (CBCNN) is built to 
consider not just the overall characteristics but also specific 
characteristics features from different types of article.  
The results show that the method currently outperforms all 
the traditional clickbait detection methods and the 
Text-CNN model in terms of precision, recall and accuracy. 
The use of misleading techniques in user-generatednews 
portalsare ubiquitous. Unscrupulous uploaders intentionally 
mislabel video descriptions aiming at increasing theirviews 
and results in increasing their ad revenue. This problem, 
usually termed as "clickbait," may severely undermine user 
experience [5]. 
In this work, study of the clickbait problem on is done on 
YouTubeby collecting metadata for 206k videos. To 
generate the solution, a deep learning model based on 
variational autoencoderssupporting the diverse modalities of 
data that videos include is devised.The proposed model 
relies on a limited amount of data because it is manually 
generatedlabelled data to classify a large corpus of unlabeled 
data. Theevaluation interprets that the proposed model offers 
improvedperformance when compared to other conventional 
models. 
The analysis of the collected data shows that YouTube 
recommendation engine does not take into consideration the 
clickbait problem. 
Thus, it allows recommending misleading videos to 
users. 

III.​ PROBLEM STATEMENT 

The work proposed in this paper addressses the following 
issues: 

1)​ To identify Clickbait and non-Clickbait headline 
and classify them successfully. 
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2)​ To obtain the word embeddings for the words 
present in the dataset and specifically for rare words, which 
was found to be the common drawback in almost all 
proposed solutions till now. 

3)​ To allow the system to run on CPU rather than 
GPU. 
Thus, it is considered to be a binary classification problem, 
where the headline is taken into consideration. 

 

IV.​ DATA COLLECTION AND VISUALIZATION 
 
The data is collected from various news sites. 
The spam headlines are collected from sites such as 
‘BuzzFeed’, ‘Upworthy’, ‘Viral Nova’, ‘That scoop’, ‘Scoop 
whoop’ and ‘Viral Stories’. 
The relevant or non-spam headlines are collected from many 
trustworthy news sites such as ‘WikiNews’, ’New York 
Times’, ‘The Guardian’, and ‘The Hindu’. 
The dataset in total has 32002 rows and 2 columns.  
It has two columns. 
The first column contains headlines and the second column 
has numerical labels or binary labels of clickbait in which 1 
represents that it is clickbait and 0 represents that it is 
non-clickbait headline. 
The dataset contains total 32000 rows of which 50% are 
clickbait and other 50% are non-clickbait, shows that dataset 
is equally distributed. 
 

Table 1:Statistics of Dataset used 
 

Total 
Headline

s 

Click-ba
it 

Headline
s 

Non-Cli
ck-bait 

Headline
s 

Vocabular
y Length 

Year of 
Creatio

n 
 

32,000 15,999 16,001 18,966 2015 
 
The dataset is taken from [6] for our project. 
The Dataset is then divided into 80:20 training and testing 
data respectively.  
 

Table 2:Dataset Splitting for training and testing 
 

Number of training 
data 

25600 

Number of testing data 
 

6400 

 
 

 
 

Figure 3: Distribution of headlines for training data 

 
 

 
 
 
 

Figure 4: Distribution of headlines for testing data 
An additional variable “document length” is used here 
which accounts for total words present in a headline, in 
order to understand the distribution of headlines in training 
and testing datasets. 
 

 
 

Figure 5:Word Cloud for Clickbait Headlines 
 
 

 
 

Figure 6: Word Cloud for NON-Clickbait Headlines 
 
 
The above visualization of clickbait and non-clickbait 
datasets clearly shows the dissimilarities between these two. 
Furthermore, top words have also been identified that are 
present in a clickbait headline.  
 
The following figure shows the top words and their count. 
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Figure 7: Words and their Count in Headlines 

 

V.​ PROPOSED SYSTEM 
The entire process of the proposed system has been 
classified into phases for ease of operations.  

A)​ The first phase consists of pre-processing of textual 
data using Natural Language Processing technique.  

 
In this, extra white spaces, punctuations have been removed. 
Entire headline is converted from uppercase to lowercase. 
Stop Words Removal and tokenization have been done. 
While performing visualization on the dataset it has 
observed that numbers also play an important role in such 
clickbait headlines, hence numbers are kept for detailed 
analysis of headlines. On the other hand, stemming and 
lemmatization chop off the entire word in one way or other, 
so there will be nothing in specific to feed to a neural 
network, hence both these techniques are not used in here. 

 
 

Figure 8: Architecture Diagram for the proposed model 
 
In the second phase FastText word embeddings are obtained 
for the dataset that will be fed to the neural network.  
 
FastText:  It allows users to learn and use text 
representations and text classifiers as It is an open-source, 
free, lightweight library. Standard, generic hardware is 
needed for working with FastText. Models can later be 
reduced in size and can be made able to fit on mobile 
devices. It is another word embedding method and an 
extension of the word2vec model. Instead of learning word 
vectorsdirectly, FastText represents each word as an n-gram 
of characters. This helps in capturing the meaning of shorter 

words and allowing the embeddings to understand suffixes 
and prefixes. It works on CPU rather than GPU. This makes 
our model really effective in terms of cost. 
Here, for this model FastText embeddings provided by 
Facebook for text classification is used, which is 
2-million-word vectors generated from common crawl in 
total accounts for 600 B tokens. 

 

 
 
 

Figure 9: Fast Text word2vec embeddings 
 
The next and the third phase is model building with the 
embeddings generated. 
 

B)​ Hybrid Bi-Directional LSTM-CNN model: 
Flowchart for the model is shown in the following 
figure. The FastText word embeddings will be first 
fed to bi-directional LSTM and later to CNN, 
keeping all the parameters default. 

 
 

 
 

Figure 10: Bi- Directional LSTM-CNN Hybrid Model 
 
The loss function used here is binary cross entropy and 
Adam optimizer is used along with “sigmoid” activation 
function. 
 

C)​ Multi- Layer Perceptron Model: In machine 
learning MLP algorithm is known to be the 
backbone of deep learning. Using MLP with proper 
parameters and FastText word embeddings, it can 
give considerable result. 
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Figure 11: Architecture of MLP Model to achieve Best Accuracy 
 

The parameters here are kept constant also same 
optimization, loss and activation functions have been used 
as for LSTM-CNN model to achieve the best accuracy. 
 

VI.​ MODEL EVALUATION AND RESULT 
The last and most crucial phase comprises of model 
evaluation and discovering really considerable results. 
 

Table 3: For Bi-Directional LSTM-CNN 
 

Total parameters 7,106,113 

Trainable parameters 165,313 

 
 

Table 4: For MLP 
 

Total parameters 6,944,525 

Trainable parameters 3,725 

 
It can be clearly seen that for both, Bi-Directional 
LSTM-CNN and MLP count of Trainable parameters is 
much lower compared to total parameters clearly states that 
these are optimal weights found by the model to reduce the 
cost function of the model. 

 

Figure 12: Accuracy Graph withFastText Word Embeddings on 
Bi-Directional LSTM-CNN model 

 
 

Figure 13: ROC Curve with FastText Word Embeddings on 
Bi-Directional LSTM-CNN model 

 
A Receiver Operating Characteristic (ROC) curve illustrates 
the diagnostic ability of a binary classifier. The closer is the 
curve to top-left corner greater is the accuracy of the 
classifier. In our case it is showing remarkable accuracy. 

 
 

Figure 14: Precision-Recall curve with FastText Word Embeddings on 
Bi-Directional LSTM-CNN model 

 
The curve denotes an accurate classifier, as it shows high 
precision denoting a low false positive rate and recall 
denoting a low false negative rate. 
 

Table 6: Analysis of MLP model using performance metric 
 

 Accuracy Precision Recall F1- 
Score 

Click-bait  
86.00 

91.00 80.00 85.00 

Non-Click-
bait 

82.00 92.00 87.00 

 

From the above given graphs and performance metrics it is 
evident that MLP model is doing good and can be  
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themselves and flooding the online portals with fake news, 
novel neural network architectures are been proposed, and it 
has been found out that word embeddings play a major role 
in increasing the accuracy and reliability of the system. 
Also, the Bi-Directional LSTM-CNN model performs better 
than MLP model with FastText word embeddings and 
outperforms all other classification algorithms and 
Word2Vec techniques by achieving highest accuracy till 
now. However, the job is far from over so, the future scope 
includes not only detecting click-baits but also blocking 
them. 
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