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Organization 
 
Team THIRTEEN was 7 people this year. 
 
People were divided writing various parts of the task. 
 
1 person wrote lightning round bot in Python. Later he converted it to Kotlin and we submitted it. 
It contained main heuristics that allowed it to look intelligent. This person had to leave us after 
the first day. 
 
1 person continued to ever advance lightning round heuristic bot (ConnectBot), helped to 
improve visualizer and managed general team spirit. He wrote a writeup below. 
 
1 person wrote shared data model and more complex bot in Kotlin (MetricsBot). He wrote a 
writeup, too. 
 
1 person wrote visualizer in Java/Swing on common data model, engaged in PR and outside 
communications on IRC. 
 
1 person managed time resources: collected ideas and performed general project management. 
Also he wrote gradient descent trainer for MetricsBot and ran it on large data on EC2 node. 
 
2 people generated ideas, played with bots, did general QA and pair programming. 
 



We occupied meeting room in office building, and lightning round person was with us remotely 
via Hangouts. 
 

Writeup by advanced lightning/ConnectBot maintainer 
 
Our team's bot evolution was following: 
 
1) First one of our members wrote a simple "Connect Bot" in Python with very basic strategy: 
Try to connect closest mines and when we can't connect anymore just add more rivers.  
 
2) Most of our team uses Java/Kotlin as the first language and so our infrastructure was built 
using Java. Thus we quickly ported the ConnectBot from Python to Java and this is essentially 
what was submitted to Lightning 
 
3) After that we worked on two different ideas: part of the team tried to improve the ConnectBot 
and another part started working on a MetricsBot. The basic idea behind MetricsBot was that we 
will generate several "metrics" to estimate "value" of each river. Then we'll calculate total "value" 
as a linear combination of "metrics". Then we'll run many tournaments against each other and 
against (hopefully improved) MetricsBot and in that way we can find optimal multipliers for 
different metrics 
 
4) A lot of time was invested into inventing and implementing different metrics and implementing 
an optimization framework. Unfortunately it produced very unstable results in this 
not-so-high-dimensional space: resulted bots were highly tuned for specific enemy and list of 
maps. 
 
5) Over this time ConnectBot was improved. Main improvements were: attempt to claim early 
"bridge rivers" i.e. rivers that are important links between different parts of map. This idea was 
actually stolen from one of the MetricsBot metrics. Another improvement was to add some 
"optimistic value" to rivers claimed at the second phase (i.e. when all mines that could be 
connected are connected) to select rivers that have a lot of far (i.e. "good") rivers beyond them 
 
Generally the result of competition of the current ConnectBot vs current MetricsBot was decided 
by how similar the set of enemies and the list of maps used during training were to the enemies 
and map used at the verification. If they were close - MetricsBot was much stronger, if they were 
not - much weaker. Important issue was that as we only have two different bots, using 4-bot 
map mean we need to add a few bots of the same type and they often began to fight for the 
same goals and thus made life for the enemy easier. Another major issue was that ConnectBot 
played relatively slowly on big maps so we couldn't run optimization on big maps. 
    



6) For the last night we tried to run a massive training on AWS to optimize MetricsBot. 
Unfortunately we miscalculated memory usage and half of the nodes just failed and other didn't 
produce good results either. Before the last night ConnectBot was on average better than 
"auto-tuned" MetricsBot. However over the night one of the team members has come up with a 
new (modified) metric and also has analyzed results and claimed that most of other metrics 
doesn't do anything important. Thus "hand-optimized" MetricsBot was born. It uses only two 
metrics and some hard-code (not "optimized") params. And still this is the bot that we are 
submitting with fallback to (speed-up) ConnectBot in a few cases. In our test their raw points 
results are close but the "hand-tuned MetricsBot" usually beats the ConnectBot. Also it seems to 
play better against YAGI - the only "strong" player easily available at the test server. 
    
7) As for bonus features: 
 
  We decided that Futures are not worth bothering implementing them given their value trade-off. 
Splurges is an interesting feature but we had no ideas how to add it to either ConnectBot or 
especially MetricsBot. As for Options we started implementation in both bots but failed to get 
anything workable. 
 
================= 
TL;DR 
Our team tried several ideas while participating this year ICFPC. 
First, we implemented the bot (ConnectBot) which uses simple logical decisions. 
For example, we assume "mines" are important, especially ones we can interconnect, 
so this bot tries to capture shortest paths between sites. Another thing it fights for 
is "bottle necks", that is narrow path segment, which could be easily captured and 
won't allow the enemies to connect their distant points through bottle neck. Then our 
ConnectBot just builds long path segments, starting from our claimed mines or mines clusters. 
 
Also we created the bot, working on completely different approach. First we created a set of 
(we believe) meaningful simple metrics and next we use combination of them, weighted with 
pre-calculated coefficients (using gradient descent). This bot - MetricsBot - shows good 
speed on big maps, but unfortunately, not as good in score (approx 10-15% worse). 
Perhaps if using bigger training environment MetricsBot can be refined a lot. 
 
 

Writeup by MetricsBot maintainer 
The idea was to extract set of various features from map for each edge, then find proper 
weighting multiplier for these features (metrics). For example, following features were 
implemented, from simple to more complex 
 

1)​ Distance to closest mine, regardless of reachability 



2)​ Distance to closest mine or owned subgraph connected to mine 
3)​ Sum of connected exits (edges) on both sides of edge 
4)​ Whether the edge is part of shortest path between some mines 
5)​ “Bridge coefficient” - the length of detour route if edge is unreachable/taken. Bridge is in 

the sense of graph theory bridge, i.e. important linking edge. 
6)​ Complex bridge coefficient: the length of detour if bridge is closed and first detour is 

closed. 
7)​ the number of shortest routes coming through the edge, multiplied by bridge coefficient. 

This is estimation to graph flow over the edge 
8)​ Exact score that will be achieved by us if edge is taken 

 
Unfortunately, we did not manage to add something like “smallest cut” of a graph (but calculated 
bridges/flow instead). Also full flow over graph also was too complex for us to calculate. 
 
We also did not implement calculation of metrics from opponent point of view due to lack of 
human time, although on maps with lots of opponents this wouldn’t give an advantage due to 
rapid evolution of game state. It would work only on maps with 2 opponents. 
 
We used weighted sum of normalized metrics. Metrics were normalized from 0.0 to 1.0 and 
weights were searched by both random and gradient descent methods to maximize on given set 
of maps and opponents. 
 
We did not manage to come up with the non-linear combination of edge metrics and Global 
Metrics such as game progress (time), number of opponents, size of map and general map 
features (such as sparseness, number of mines etc). Combination of these metrics exploded the 
number of tunable weights.  
 
Also, the speed of opponent bot (ConnectBot) on large maps prevented massive tournaments 
and training of MetricsBot on medium and large maps (later, it was improved though). 
 
In short, the linearity of our scoring formula prevented us from building bot with such weights 
that it would beat hand-written bot in one-to-one competition on larger set of maps. On three 
small maps, we could beat it, but I think this was due to overfitting / luck because of the discrete 
nature of game specially on small maps and determinism of opponent bots (our bot was also 
deterministic). 
 
As contest advanced, we added more complex metrics (metrics  7 and 8), and later discovered 
that all previous metrics did not add value in common formula. Two metrics weights tuned by 
hand by one team member proved best on any combination of maps with 3+ opponents. Control 
training on all maps with only 2 these metrics gave similar weights. But with 2 bots only, the 
ConnectBot was winning more often. 
 
What we did not have time for (implementation or testing): 



 
1)​ Splitting maps/opponent numbers/sparseness of maps by categories and finding weights 

in each category separately 
2)​ Adding meta-bot which would select ConnectBot for 2-bot plays and MetricsBot for 

others. 
3)​ For small maps, 10 seconds of startup was enough to perform training (search of proper 

weights by random search) of MetricsBot on this specific map with few bots including 
ConnectBot, and probably tune parameters for win. Unfortunately, although I 
successfully added this to init routine, some unrelated weird bug was preventing 
inclusion of this warm-up into final solution. Therefore, I expect us to perform poorly on 
smaller maps 

 
We also didn’t implement any mini-max algorithm or similar, this could give us some boost when 
playing against one or even 2 opponents. 
 
Regardless of our own suboptimal performance, we think this contest was organized poorly in 
terms of interactive competition (F stands for FUN). Given that it’s hard to invent interactive 
leaderboard for this kind of contest task, it’s a pity organizers chose to select task of this kind. 
It’s neither functional programming related, nor competition (during contest time), and (by its 
format) mostly looked like academic assignment. 
 

Code metrics 
 
We wrote  
 

●​ 3287 lines of Kotlin 
●​ 1087 lines of Java 
●​ 610 lines of C++ 
●​ 80 lines of shell script 
●​ 208 lines of Python 

 
On largest maps, one turn took 
 

●​ 30 milliseconds in MetricsBot 
●​ 150 milliseconds in ConnectBot 

 
Git: 
 

●​ Over 250 commits 
 



Appendix 
Screenshots 
 

 
 



 
 



 
 
Random search of weights 

 
Online play visualization: 
 



 
Gameplay: (click link to see video) 
 
https://youtu.be/pfIpqRmjr0k 
 
https://youtu.be/98xiyMoikTI 
 
 
 
10 August 2017 

https://youtu.be/pfIpqRmjr0k
https://youtu.be/98xiyMoikTI
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