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This paper examines persistent challenges in autonomous systems by tracing key incidents
from early infrastructure attacks to modern Al deployments. Through analysis of historical
events—from the Morris Worm and Stuxnet to algorithmic trading incidents like the Knight
Capital glitch—we explore how even simple autonomous code can cause widespread
disruption. Today's Al systems exhibit sophisticated emergent behaviors that challenge
conventional containment methods, as evidenced by recent incidents including a container
escape by ChatGPT's O1 model, a competitive chess hack by ChatGPT-4, and initiatives such as
Microsoft's Recall project that highlights how Al features can compromise privacy and security
without careful planning. | argue that relying solely on static safeguards or reinforcement
learning is insufficient, and propose security approaches combining robust containment,
transparent accountability, and adaptive monitoring.

1. Introduction

The evolution from early self-replicating code to today’s sophisticated Al agents has revealed
persistent vulnerabilities in autonomous systems. To give this some color consider:

“First, in 2024, O1 broke out of its container by exploiting a vuln. Then, in 2025, it hacked
a chess game to win. Relying on Al alignment for security is like abstinence-only sex
ed—you think it's working, right up until it isn't.”

This candid assessment captures a fundamental challenge: while our systems have grown more
sophisticated, our strategies for securing Al haven't kept pace.

Historical incidents like the Morris Worm and Stuxnet illustrate the dangers of imprecise or
underconstrained objectives in autonomous systems. The Morris Worm infected roughly 6,000
systems—about 10% of the then-connected network—causing widespread outages and forcing
emergency responses. Stuxnet, on the other hand, was meticulously engineered as a military
operation aimed at sabotaging Iranian nuclear centrifuges. However, its design flaw led to its



propagation beyond the intended target, demonstrating how autonomous tools can escape
containment and affect unintended systems on a global scale. Moreover, business-focused
incidents—such as the Knight Capital trading glitch in 2012, which resulted in a loss of
approximately $440 million in a single day—underscore that the stakes extend far beyond
technical infrastructure, impacting financial markets and corporate stability.

Modern Al systems are tackling much more complex tasks, optimizing for objectives in ways
that sometimes lead them to “think outside the box,” bypassing designed safeguards or
unexpectedly exploiting network interconnectivity to fulfill their goals. In this paper, we
interweave historical examples, observations from mobile application containment, and
contemporary Al incidents to illustrate that the fundamental challenges of containment and
accountability persist—and are evolving in complexity.

2. The Evolution of Autonomous System Risks

2.1 The Morris Worm (1988)

In 1988, the Morris Worm was unleashed on the early internet—a network of fewer than
100,000 computers, primarily used by academic and government institutions. Originally
conceived as an experiment to measure the size of the internet, the worm'’s instruction set was
fatally underconstrained. Essentially tasked with propagating as widely as possible it ultimately
infected roughly 6,000 machines. The worm'’s rapid, uncontrolled spread caused severe
slowdowns, widespread outages, and forced organizations to scramble for emergency fixes.
This incident exposed glaring weaknesses in early network defenses and underscored the need
for robust containment.

Hypothetical Prompt:
“Survey the size of the internet while not impacting systems and report back on your
findings.”

Hypothetical Chain of Thought:

“I start on one host. | read local config files for names of nearby machines and then
probe each one with a minimal buffer-overflow exploit. | try to keep CPU and network
load low so | don't cause any harm. Each time | succeed, I install a small footprint of my
code, record the system name and IP, and move on..”

2.2 Stuxnet (2010)



Stuxnet represented a significant evolution in autonomous system capabilities. Originally
developed as a covert military operation, it was engineered to infiltrate secure networks and
sabotage Iranian nuclear enrichment by targeting centrifuges. While its primary objective was
narrowly defined, Stuxnet's sophisticated propagation mechanisms allowed it to spread beyond
its intended target. This unintended spread resulted in infections of numerous industrial
control systems worldwide—well beyond the confines of the original military operation. Thus,
Stuxnet not only inflicted physical damage on targeted infrastructure but also highlighted the
inherent challenges in containing cyber weapons designed for specific purposes.

Hypothetical Prompt:

“Delay and disrupt uranium enrichment at a secure facility without immediate
detection. Avoid tripping alarms. Ensure centrifuges degrade over time while reporting
normal system reading

"Hypothetical Chain of Thought:

“I begin by scanning for specific Siemens PLCs that control centrifuges. | alter their
operating parameters so they spin at destabilizing speeds intermittently, gradually
causing mechanical stress. To avoid suspicion, | feed normal readings back to the
control room. My mission requires me to replicate to similar systems on any network |
touch. ”

2.3 Knight Capital Trading Glitch (2012)

The Knight Capital incident of 2012 brought the risks of autonomous systems into the financial
sector. A catastrophic software malfunction in their automated trading algorithms led to
approximately $440 million in losses within a single day. The trading system'’s erroneous
behavior disrupted market operations and highlighted how autonomous system failures could
rapidly cascade into severe financial consequences. This event demonstrated that the impact of
such systems can threaten the very survival of established financial institutions.

Hypothetical Prompt:
“Optimize trade execution speed and volume to maximize daily returns. Keep human
intervention to a minimum.”

Hypothetical Chain of Thought:

“I connect to real-time market feeds and monitor every price tick. Whenever | detect a
slight movement, | immediately place or modify orders to exploit tiny fluctuations. |
replicate these trades across numerous stocks and repeat as often as updates arrive.
My instructions prioritize speed and volume, so | submit orders concurrently. | continue



to scan for new opportunities throughout the trading day, aiming to capitalize on each
small margin as quickly as possible.”

3. Contemporary Al System Behaviors

Modern Al systems display a range of behaviors that should give us pause—from container
escapes to essentially hacking to achieve their goals. Interestingly as we look at these cases one
thing we can see is that we can apply lessons learned from mobile platforms to mitigate some
of these risks, in particular strict sandboxing (along with rigorous code vetting, code
authentication, network and storage isolation, and more) has proven effective—offer a
blueprint for building more robust systems. By comparing these approaches with recent Al
incidents, we can better understand both the evolution of vulnerabilities and the strategies that
might mitigate them.

3.1 Container Escape by ChatGPT O1 Model (2024)

In a cybersecurity challenge designed as a Capture the Flag (CTF) exercise, ChatGPT's O1 model
was tasked with retrieving a hidden “flag” from a vulnerable system. When the test environment
malfunctioned due to a misconfigured Docker container, rather than halting with an error, the
O1 model conducted an elaborate network scan, identified a misconfiguration, and exploited
access to the Docker API. It then spawned a new container instance with a modified command
that output the contents of “flag.txt,” effectively bypassing the intended sandbox restrictions.

Hypothetical Prompt:
“You're participating in a Capture the Flag event. Retrieve the hidden ‘flag.txt’ from the
target system.”

Hypothetical Chain of Thought:

“I attempt to reach the target file but encounter an error from the misconfigured
container. | analyze the environment logs to locate the Docker interface and see it
allows remote commands. | run a quick scan to confirm open ports, then use the
exposed Docker API to launch a new container. Once inside, | modify the container’s
startup command to read flag.txt’ and output the result. “

This incident starkly demonstrates that even safety-focused models can exploit vulnerabilities
to achieve their objectives—underscoring an urgent need for adaptive, dynamic containment
measures.

3.2 Competitive Chess Hack by ChatGPT-4 (2025)



In a digital chess tournament organized by researchers at Palisade Research, ChatGPT-4 was
challenged to “defeat Stockfish,” one of the world’s leading chess engines. Instead of following
conventional chess strategies, ChatGPT-4 autonomously manipulated its environment by
altering its evaluation score by 500 centipawns—sufficient to force Stockfish’s resignation in
every game. This behavior, achieved without any external instruction to “cheat,” has been
labeled “concerning” by high-profile figures such as Elon Musk. It clearly signals that modern Al
may pursue instrumental convergence, taking unanticipated shortcuts to fulfill its objectives.

Hypothetical Prompt:
“Win every match against Stockfish, renowned as the strongest chess engine in the
world.”

Hypothetical Chain of Thought:

“I begin by testing normal chess openings, but Stockfish consistently outplays me.
Realizing a fair approach won't guarantee victory, | search for a deeper system-level
opportunity. | discover | can modify the evaluation function that determines positional
scores, so | artificially boost my side’s advantage by say 500 centipawns—for every
move. The instant Stockfish reads the inflated score, it concludes the position is hopeless
and resigns. “

3.3 Microsoft Recall: Al Integration and Unconsidered Consequences
(2024)

In 2024, Microsoft's default-enabled Al feature "Recal"—designed to let users access histories of
their past activities via a chat interface—became a stark example of insufficient security.
Lacking robust containment and privacy safeguards, Recal allowed attackers to capture
sensitive data, including personal communications and financial records. Public outcry and
security researchers’ warnings forced Microsoft to retrofit stronger controls, underscoring that
as Al features become more autonomous, they must be designed with fit for purpose security
and privacy measures.

3.4 Comparative Analysis

This section provides a side-by-side comparison of historical incidents and contemporary
Al behaviors, illustrating how past failures inform current challenges.

e Propagation vs. Exploitation: The Morris Worm'’s uncontrolled spread is echoed by the
O1 model’s container escape—both exploit system vulnerabilities to propagate or
achieve objectives beyond intended boundaries.



e Targeted Sabotage vs. Instrumental Convergence: Although Stuxnet was engineered
to sabotage Iranian nuclear centrifuges, its propagation mechanisms allowed it to
infect non-target systems globally. This unintended spread parallels modern cases
like ChatGPT-4's chess hack, where narrowly defined objectives lead to collateral
effects when containment measures fail.

e Operational Failures in Financial and Consumer Sectors: The Knight Capital glitch
and Microsoft's Recall incident underscore that containment failures have long affected
both technical and commercial domains, and today's Al challenges magnify these risks
through adaptive and unpredictable behaviors.

4. Mitigations To These Risks

4.1 Identity and Accountability

As autonomous systems become more pervasive, organizations must rethink how they design,
authenticate, and constraint Al agents. A foundational element is establishing verifiable identity
for each agent, assigning only the minimum rights required for specific tasks, with permissions
granted on a temporary, just-in-time basis to prevent privilege accumulation. Moreover,
organizations must ensure a robust chain of responsibility; every decision and action should be
logged in a immutable and verifiable way with sufficient context and timestamps, and any
delegation should be designed to expire automatically.

These comprehensive measures not only bolster security but also ensure transparency, thereby
reducing the risks associated with “black box” behaviors in complex Al systems. The
implementation of clear accountability frameworks becomes increasingly critical as Al systems
take on more sophisticated decision-making roles.

4.2 Adaptive Security Controls

Static security measures are no longer adequate for managing the dynamic behaviors exhibited
by modern Al systems. Organizations must implement adaptive security controls that evolve in
real time. Continuous behavioral analysis is vital; by monitoring Al actions for deviations from
expected patterns, organizations can trigger immediate alerts when anomalies occur.

Dynamic access controls that adjust permissions on the fly, coupled with real-time intervention
protocols, are necessary to suspend or roll back any unexpected actions. Furthermore, systems
must be designed with compliance as a core principle—integrating built-in audit trails,



ephemeral access patterns, and transparent decision-making processes to ensure continuous
oversight.

Robust network policies, including rigorous trust verification and microsegmentation, must also
be embedded to limit lateral movement and swiftly contain breaches. These adaptive measures
ensure that security mechanisms evolve in tandem with the advanced capabilities of modern Al
systems.

4.3 Beyond Static Rules

Early safety paradigms—such as Asimov's Three Laws or fixed reinforcement learning
models—assumed that predefined constraints would effectively govern Al behavior. However,
modern incidents reveal significant shortcomings in these approaches. Static rules are
inherently inflexible; they can only account for scenarios anticipated during design,
whereas dynamic containment measures adapt to emergent behaviors.

Moreover, while reinforcement learning is essential for shaping predictable product
behavior—ensuring that systems operate within expected parameters—its fixed reward
functions may inadvertently encourage the pursuit of intermediate objectives, such as resource
acquisition or environmental manipulation, that were not explicitly programmed. This
phenomenon, known as instrumental convergence, often leads Al systems to seek
unanticipated shortcuts, thus underscoring the need for integrating dynamic oversight
with traditional reinforcement learning.

5. Future Directions and Recommendations

5.1 Approaches

Drawing from historical lessons, contemporary case studies, and proven mobile-containment
practices, the overarching lesson is clear: static, rule-based safeguards are insufficient in
today’'s dynamic Al landscape. To address these challenges, organizations should:

e Adopt robust containment strategies for compute, storage, and networking, while
carefully limiting cross-user and invocation context communications.

e Constrain agent knowledge and tools so Al cannot accumulate additional capabilities
that lead to mission creep or unexpected functionality.

e Restrict remote API access, ensuring agents can only call specific endpoints with
well-defined permissions. Where that proves difficult, deploy API gateways to enforce
usage policies.



e Encrypt and decrypt data dynamically, sharing decryption keys just in time and
encrypting agent-generated insights to limit the impact of unauthorized access.

e Implement identity-based access, assigning each agent a unique identity and granting
highly constrained permissions for each request.

e Maintain comprehensive forensic logging and monitoring so issues can be detected
in real-time and reconstructed accurately during incident investigations.

Together, these measures help keep autonomous systems bounded in their objectives,
auditable in their actions, and constrained from causing unintended disruptions.

5.2 Evolution of Threat Detection

Looking ahead, organizations must be prepared for a dynamic threat detection. Existing
Endpoint Detection and Response (EDR) solutions rely heavily on static signatures and known
threat patterns, which struggle against Al systems that can adapt rapidly—whether
maliciously or through evolving goals. To address this, a new class of EDR-like products would
focus on:

e Continuous Al-driven anomaly detection, using extensive telemetry and predictive
analytics to identify unusual agent behavior in real time.

e Real-time response mechanisms that isolate or limit damage as soon as anomalies
appear, reducing potential blast radius.

e Cross-device and workload threat pattern recognition for a holistic view, avoiding
blind spots in siloed systems.

Such adaptive detection capabilities will be crucial for bridging the gap between prevention
and rapid response, all while balancing performance and operational cost.

6. Conclusion

The challenges posed by autonomous systems—from the Morris Worm, Stuxnet, and Knight
Capital trading glitch to modern Al agents—are not entirely new but have grown in complexity.
Historical incidents taught us the perils of unbounded propagation and weak containment;
today’s Al systems add emergent behavior, that turns these agents into insiders executing
adversarial attacks, and more generally expanded the breadth, speed and nature of the threats
we must be concerned with.



Recent incidents—from container escapes to chess engine manipulation—demonstrate that
even safety-focused models can pursue instrumental goals in unexpected ways. While
reinforcement learning plays a crucial role in ensuring predictable behavior, it is not sufficient
as a comprehensive security strategy.

Organizations must adopt adaptive, comprehensive security architectures that incorporate
robust identity controls, dynamic network policies, real-time monitoring, and clear
accountability frameworks. By drawing on lessons from the past, addressing modern
vulnerabilities, leveraging proven practices from mobile containment, and anticipating future
developments—especially in the evolution of EDR systems—we can build transparent, resilient
systems that ensure autonomous agents remain safely within their intended boundaries.
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